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Figure 1. The configuration space is activated by placing the master device in the space (A). All other devices that are added to the space become part
of the same activity space (B). The space visualizes the resource attached to each device (B). Resources can be moved between devices or stored in the
space (C). Devices can be pinned to the space, to maintain the distributed configuration while allowing for device mobility (D).

ABSTRACT
Mobile devices have become an intrinsic part of people’s
everyday life. They are multifunctional devices providing
ubiquitous access to many different sources of information.
Together with traditional personal computers, these devices
form a device ecology that provides access to an overlapping
information space. Previous studies have shown that users
encounter a number of fundamental problems when interact-
ing with these device ecologies, such as lack of transparency,
control, intelligibility and context. To mitigate these prob-
lems, we introduce ActivitySpace: an activity-centric configu-
ration space that enables the user to integrate and work across
several devices by utilizing the space between the devices.
This paper presents the conceptual background and design of
ActivitySpace and reports on a study with nine participants.
Our study shows that ActivitySpace helps users to easily man-
age devices and their allocated resources while also exposing
a number of usage patterns.
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INTRODUCTION
Mobile devices, such as smart phones and tablets, have be-
come an intrinsic part of people’s everyday life. These de-
vices provide ubiquitous access to many different sources of
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information and allow users to consume as well as to produce
information by selectively choosing the appropriate modal-
ity, input and output bandwidth, and interaction techniques.
Together with laptops and desktop computers, these devices
have become part of a device ecology in which each device
acts as a specialized portal into users’ personal or shared in-
formation space. The user-device mapping is quickly chang-
ing from being a one-to-one to a one-to-many or even to a
many-to-many relation. In this setup, complex device ecolo-
gies are constructed and maintained by users to access collab-
orative distributed information spaces.

Although file sharing systems such as DropBox work across
several devices, they are mostly designed according to a tra-
ditional single device paradigm, providing little or no support
for more complex workflows that engage multiple devices
simultaneously in the interaction. Previous studies [14, 31,
36] have highlighted numerous problems when using these
tools, including lack of transparency, control, intelligibility,
and context. In response to these issues, a large body of prior
work has explored interaction techniques used to move in-
formation visually from one device to another (e.g., [12, 18,
34]). However, these approaches neither consider the users’
ongoing activity nor how users construct these cross-device
configurations. Therefore, these attempts are oblivious to the
set of resources relevant to the user’s activity, the ecology of
devices used to manipulate those resources, and the role that
such resources have within the activity. In essence, employ-
ing multiple devices to execute a particular task requires users
to put a significant effort in what we call configuration work,
the effort required to setup, manage, understand and use in-
formation, applications and services, which are distributed
across several devices.

To mitigate this distributed configuration problem, we intro-
duce ActivitySpace, a distributed activity-centric information
management system that visualizes the active work setup of
the user across all connected devices using the surrounding
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space between the active devices. As illustrated in Figure 1,
ActivitySpace provides a configuration space that works as
a mediating interface between the user interfaces of all con-
nected devices. A configuration space allows users to (i) man-
age and aggregate all devices that are part of the same device
ecology, (ii) visualize all resources that are part of the ongo-
ing activity across all devices, and (iii) configure devices by
manipulating resources through interaction or by the physical
properties of the configuration space.

In this paper, we first present the conceptual background of
activity-centric configuration spaces. We continue by dis-
cussing the design, interaction techniques and technical im-
plementation of the ActivitySpace system. Finally, we present
a scenario-based user study and conclude the paper by dis-
cussing the lessons learned from the implementation and
evaluation of the system.

RELATED WORK
ActivitySpace draws upon different fields of related work: (i)
smart spaces and distributed user interfaces, (ii) interactive
tabletops, and (iii) activity-centric computing.

The seminal work by Weiser [43] has originated a large body
of research into smart spaces and distributed user interfaces
(DUI). Early systems such as iLand [41] and iRoom [23] pro-
vided the first information spaces spanning across multiple
screens. Aris [6] focused on supporting legacy application
relocation through an interactive space window manager. Im-
promptu [7] supports the sharing and distribution of legacy
application across different devices. Shared Substances [17]
proposed to explicitly decouple data from functionality to in-
crease support for multi-device environments. These multi-
device environments have opened up a design space for cross-
device interactions ranging from basic techniques such as
Pick and Drop techniques [34], Touch and Interact [18], and
Touch and Point combinations [10] to more advanced cou-
pling of devices such as Deepshot [11], which uses a camera
to move applications between devices.

Augmented Surfaces [35] is one of the earliest attempts of
using projectors to augment a table for creating a seamless
workspace and cross-device interaction techniques. The Di-
amondTouch system [15] is a multi-user touch system sup-
porting collaborative work. Similarly, UbiTable [38] used
the DiamondSpin toolkit [39] to support quick and seam-
less collaboration using shared and private zones on the table.
DeskJockey [45] moved away from the explicit interaction
on the table and explored its use for passive extension of the
workspace. Bluetable [44] introduced a technique based on
computer vision and Bluetooth to pair mobile devices to a sur-
face. The FourBySix [19] system extends the tabletop with a
flexible mouse and keyboard input system. PhoneTouch [37]
allows users to touch the surface with their phones to support
a range of interaction techniques. Tide [40] is a lightweight
device composition system that allows users to access their
smartphone applications on a tabletop using a VNC proto-
col. Finally, MagicDesk [5] augments the physical desk to
bridge the gap between multi-touch interfaces and traditional
WIMP interfaces. Despite the success of tabletops in a range
of scenarios and domains, supporting complex device ecolo-

gies around tabletops remains an open issue [4]. The main
difference to prior work is that the primary role of the desk
in ActivitySpace is to mediate the interconnections between
different devices that are in use. Although the desk can be
used to interact with resources, it is primarily a visualizer of
cross-device information exchange.

Task- or activity-centric computing has been proposed as a
computing paradigm that supports users’ activities rather than
the resources and tools used to perform such activity. Activ-
ities are computational representations of work that encapsu-
late all resources and tools relevant for a specific work set-
ting. Much of the prior work focused on the re-framing of the
desktop interface [29, 16, 3, 42, 21], but a number of systems
have also explored the sharing of activities across different
heterogenous devices [1, 2, 26]. These systems primarily fo-
cus on simply replicating the activity model on other devices.
However, in a multi-device setting this approach has severe
limitations as it lacks support for distributing parts of the ac-
tivity over all devices used by the same user.

PROBLEMS IN MULTI-DEVICE MANAGEMENT
On average, users own about three to six computing de-
vices [14, 21, 36], including desktop computers, laptops,
smartphones, tablets, game systems and e-readers. With the
inclusion of additional devices, such as cameras, music play-
ers and smart watches, this number can increase up to 10
devices per user [24]. Although a number of tools provide
support for cross-device management, studies (e.g., [14, 31,
36]) show that users encounter several challenges when doing
so. These challenges can be categorized as problems associ-
ated with (i) managing one coherent work activity across sev-
eral devices; (ii) aggregating and pairing devices; (iii) getting
a clear model of what role a device plays in a multi-device
setup; and (iv) managing resources across multiple devices.
Activity Management
One of the core problems in multi-device management is that
devices are designed with a focus on applications and files,
not on the activities people are using them for [14, 21]. Often
users’ tasks are not confined within a single device, but span
these devices in different configurations based on the work
condition. In highly mobile situations, people might prefer
to use information on one mobile device, but once they are
in an office, they might want to change that configuration. In
essence, we need to move away from viewing devices as a
single source of information to considering them as portals
into an information space [28]. Supporting users to seam-
lessly move or partition parts of their task in the form of re-
sources or UI controls across devices, allows them to better
appropriate the interactive capabilities of the different devices
used for working on the task (activity) they are performing.
Using and pairing devices
Device multiplicity allows users to choose the appropriate
form factor, input bandwidth and interaction techniques for
a particular resource. However, although using multiple de-
vices has become common practice, devices are designed
and optimized for a single-user/single-device user experi-
ence. This implies that devices are not aware of each other
or their capabilities, unless they are equipped with special
sensors. Basic operations such as moving files, redirecting
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input or quickly changing tasks are therefore cumbersome,
as they require multiple steps and interactions with all de-
vices in use [14]. Additionally, incorporating and pairing
new devices in ongoing work creates a device setup over-
head, which influences and determines whether a device is
used at all [31]. To allow multiple devices to form one seam-
less distributed workspace, devices would benefit from mu-
tual awareness about the information they contain, includ-
ing their location and proximity, sensors and input capabil-
ities [27]. This would also allow for more advanced interac-
tion techniques such as cross-device drag and drop or push
and pull information between devices [12, 18, 34].

Device role
Users frequently consider their devices as being either the
primary or master device or being a secondary or slave de-
vice [24]. Most applications running on these devices, how-
ever, do not represent or incorporate this notion of device role.
Specially, in the recent shift of mobile devices from support-
ing specific tasks to becoming full information accessors, the
changing role of these devices can play an important part in
cross-device interaction. If devices can be aware of their role
and use pattern, they would facilitate cross-device applica-
tion and resource management [14]. One example of such
role-based functionality, is the ability of a laptop (used as pri-
mary device) to send SMS’s from a desktop interface over a
connected smartphone (attached as secondary device) [31].

Resource management
Many modern tools such as Dropbox or iCloud provide use-
ful functionality such as automatic synchronization, but often
lack visibility and control. Although they are a valuable tech-
nical distribution mechanism for file sharing, they neither im-
mediately communicate which other users have access to the
shared data nor whether the device can actually meaningfully
consume the data [36]. Additionally, users do not always trust
automatic file sharing. They often find it difficult to under-
stand what actions are applied to their information and how
they can reverse or undo these actions [14], pointing at a lack
of intelligibility about the functioning of the data synchro-
nization. There is a clear need for an additional control layer
on top of these technical infrastructures that makes these un-
derlying processes more visible to the end-user. Managing
and accessing information across devices still poses signifi-
cant configuration problems [14].

CONFIGURATION SPACE
As a conceptual background for describing the challenges
and solutions for multi-device management, we introduce the
three core concepts of configuration work, activity configura-
tion, and configuration space.

Configuration work is defined as the meta work required to
find and set up all necessary resources needed to perform a
specific task. It is the overhead required to setup, manage, un-
derstand and use information, applications and services that
are part of the ongoing interaction. Next, we define activ-
ity configuration as a description of a work context (includ-
ing files, applications and other meta information, coordina-
tion and communication tools) that is a reflection of the real
ongoing activity. This concept inherits from activity-based

Figure 3. Activity configurations allow multiple users to access the en-
capsulated resources and services using multiple devices.

computing [2] and as illustrated in Figure 3, an activity con-
figuration specifies which participants are part of the activity,
what resources are used, and what devices are used as part
of the activity. Compared to the traditional activity-based
computing model [2] we introduce a new device layer. In
addition to sharing or distributing an activity configuration
between users, activities can be also fragmented across de-
vices. Thus, a single activity configuration and its resources
can span across several devices, and changes to its state are
propagated and visualized on these attached devices. By ex-
plicitly using activities as fundamental first-class computa-
tional structures, such activity configurations can be (i) con-
structed, (ii) shared, and (iii) restored across devices. Thus,
the notion of activity configuration is designed to reduce the
amount of configuration work.

A configuration space is designed to support activity config-
urations and reduce configuration work across multiple de-
vices and activities. A configuration space is defined as a
digitally augmented physical action space [33] that visualizes
the activity of the user across all connected devices, using the
surrounding space between the active devices. Figure 1 il-
lustrates a configuration space. The space is created using
a specialized device (such as a projector, interactive surface,
or a body worn projector) that mediates the interaction be-
tween other devices and their user interfaces. A configuration
space can be either public or private and has three fundamen-
tal functions:

Device management – Dynamically and visually create and
manage device ecologies by coupling or decoupling de-
vices. Based on the changing focus of the users, the space
allows users to automatically or manually change the role
of the device.

Activity management – Create, copy, move, share, dis-
tribute, and fragment activity configurations across all
devices in the ecology. The space allows for auto-
configuration of devices using the configuration of previ-
ous activity states or other similar devices.

Interaction – Configure devices by manipulating resources
through interaction or by the physical properties of the con-
figuration space. By leveraging the physical dimensions of
the space or interaction techniques, users can pair devices,
move resources between devices and re-configure activity
configurations.
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Figure 2. ActivitySpace supports activity-centric resource management spanning across (A) laptops, (B-C) tablets and (D) phones using an (E) interactive
desk as mediating configuration space. The configuration space visualizes all devices (H-I) and their allocated resources (F-G), that are part of the
current activity. Additional devices can be added by placing them in the configuration space. Moving resources to a device is done by drag and
drop. When the user suspends an activity, the entire space configuration on all linked devices is persisted. When the activity is resumed, the entire
configuration is reestablished.

ACTIVITYSPACE
ActivitySpace is an implementation of the configuration space
concept. It is a distributed activity-centric information man-
agement system that allows users to create, manage and dis-
tribute applications, resources and services across several de-
vices. Figure 2 shows ActivitySpace, which uses an inter-
active surface (e.g., a desk or meeting table) (Figure 2E) as
a configuration space that allows users to interconnect and
move information between devices on top of it. ActivityS-
pace consists of three parts: (i) a configuration space appli-
cation that mediates the linkage to other clients; (ii) a num-
ber of platform specific clients for laptop, tablet, and phone
devices; and (iii) a distributed activity-centric infrastructure
that is used both for distribution of activities and resources,
as well for discovery and pairing of devices.

Configuration Space
ActivitySpace is built around a personal interactive surface
that works as the configuration spaces (Figure 2E). This space
allows users to (i) easily add or remove devices to the on-
going work context, (ii) fragment resources across available
devices, and (iii) save and restore such cross-device configu-
rations when resuming and suspending activities.

Device Management
Activity-centric devices can run in three modes: (i) isolated,
(ii) master, and (iii) slave. When set to isolated, devices shield
all activities to become a single device activity system that
does not allow any external connection to access the local
set of activities. Whereas, if set to either of the remaining
modes, devices participate in a distributed activity system. In
master mode, a device allows attached devices to access its
activity system making it distributed, which results in all ac-
tivities part of the system being visualized on the devices. In
slave mode, the device is attached to the activity system of
a master device, which implies that the device has only ac-
cess to resources assigned by the master device. When a new
device is placed on the interactive space, the surface detects
the device and adds a new visualization to indicate that it was
added. If no other device is associated with the space, the
newly detected device is marked as master device, meaning it
has active control over other devices added to the space. If the

device is not the first detected device on the space, it will sim-
ilarly add a visualization to the space, but by default connect
the device as a slave to the master device. Removing slave
devices from the space will disconnect them from the master
and cause their visualization in the space to be removed. If
the master device is removed while there are connected slave
devices, the first attached slave device will become the mas-
ter. If no slave devices are connected, the space terminates
the session. The device visualization includes a frame sur-
rounding the physical device and two icons (Figure 2I). The
first icon, visible only in case of connection failure, indicates
whether the device is successfully connected to the activity
system. The second one, located on the side of the device, is
used to pin the device to the surface. Pinning a device allows
users to physically remove the device from the space to allow
for local mobility; in this condition, the frame surrounding
the physical device becomes the placeholder representing the
linked device. Finally, when multiple devices are added to
the space, the resources connected to each specific device are
visualized (Figure 2F). This mechanism supports both indi-
vidual workflows in which all devices are owned by the same
user, but also collaborative workflows where devices of other
users are added to the activity system, thus providing them
with access to the shared resources and activities.

Resource Management
Each time the configuration space is refreshed by linking a de-
vice as master or by switching activity from a master device
already linked, the entire configuration space layout is saved
and updated to the correct one. This allows users to create
and switch between cross-device spatially organized activity
configurations. Switching an activity on the master device
causes all attached devices to change accordingly, thus, up-
dating the attached resources visualized on the space. Creat-
ing a new activity clears all resources and provides users with
a blank canvas, similar to a virtual desktop. By default each
resource is shown in a iconized state. Users can use touch
input to interact with the resources. The configuration spaces
do not provide any occlusion handling when resources are
in full scale mode. However, when iconized, resources can
never be occluded by devices as they will automatically snap
to either the device or dock on the side closest to the loca-
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Figure 4. The configuration space provides a number of basic techniques to interact with resources and devices. User can copy (A), scale (B) or dock
(C) resources on the space or drag them to another device (E). The space also allows users to pin their device (D), copy entire device configurations (G)
and use spatial orientation to configure device properties (H).

tion of the resource (similar to [25]). This ensures that icons
can be managed efficiently without moving the configuration
problem to the physical space.

User Interaction
Figure 4 provides an overview of the interaction techniques
supported in ActivitySpace, designed to facilitate visual and
physical management of resources and devices on the space:

A : Copying – To support the copying of resources (e.g., to
share with another user), users can double tap the icon,
causing the space to create a carbon copy of the resource.
If the copied resource is in the space and not assigned to
another device, it will be connected to the original icon
with a visual line to indicate the relation between the nodes.
This connection is removed either when one of the nodes
is attached to a device by dragging it to the visualization,
or by double tapping one of the icons to delete the copy.

B : Viewing – By using the pinch gesture, users can seman-
tically scale the resource from the iconized view to a full
representation in a window (see Figure 2G). This window
can be moved, rotated and scaled. Users can iconize a win-
dow by using the pinch gesture to scale down the touch
window to less than 150 pixels, by using the minimize but-
ton or by double tapping the resource.

C : Docking – Users can organize the space, by docking re-
sources to the edges of the space. Dragging the resource
(iconized or in a window) to the edge of the space will
cause the space to render the resource as an icon and fix it
to the side of the space. By dragging the docked icon back
into the space, the previous state is restored.

D : Pinning – Users can pin the device to the space by tap-
ping the icon next to the visualization. A pinned device
can be removed from the space without losing connection
to the space.

E : Moving – Icons can be dragged onto the space itself, thus
detaching them from the devices. This allows users to uti-
lize the entire configuration space to manage, compare or
simply store resources.

F : Sending – Icons can be dragged and dropped onto the
visualizations of other devices. This will cause the under-

lying activity system to send the resource to that device,
which in turn will show the full resource on the screen.
The visualizations of the devices are updated to reflect the
changes in the device configuration. To avoid accidentally
sending the resource to a device on the space, they can only
be sent to another device while in icon mode.

G : Reconfiguration – To support fast and easy device re-
configuration, entire device configurations can be copied
by bumping either the real devices or their visualizations
together. The configuration is copied from the device that
is moved first to the second device. This allows multiple
users to quickly and easily copy an entire working context
without manually dragging all resources to the space, sim-
ply to move them to another device.

H : Availability – Devices (e.g., phones) can be put in silent
mode by simply rotating them to a specific angle. The visu-
alization updates accordingly and shows an icon that com-
municates the state of the phone. This approach allows
users to very quickly reconfigure their availability without
actually having to interact with the phone UI.

Activity-Centric Devices
Figure 5 shows the activity-centric desktop interface used
on the laptop devices. This design leverages prior work in
activity-centric computing for personal computers [3, 21] and
provides users with an activity workspace supporting ad hoc
configurations of windows, applications, and files. Ongoing
activities are visualized on an activity bar, which mimics the
normal Windows Taskbar and can be docked on any side of
the screen. Clicking the buttons on the activity bar will cause
the activity node to repopulate the desktop workspace with
the windows and files associated with that activity. The bar
is also used to create new activity workspaces and to modify
activities. Files can be added to an activity by dragging and
dropping them on the activity buttons in the activity bar.

Figure 6 shows the mobile interface used on tablets and
phones that provides users with an activity-aware resource
viewer and reading tool. The interface presents an overview
of all resources related to an activity and allows users to anno-
tate and modify the resources. Users can either switch activi-
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Figure 5. The activity-centric desktop application runs an activity man-
ager allowing users to organize files and applications into an activity
workspace (B). Activities are accessed and managed using the activity
bar (A). Clicking an activity button on the bar will load the workspace
of the associated activity.

ties using the activity sidebar on the tablet (master or isolated
mode) or connect the tablet to the activity node running on
the configuration space (slave mode).

Activity-centric Infrastructure
ActivitySpace is built using NooSphere [22], which is a dis-
tributed activity-centric infrastructure for management of ac-
tivities, resources, devices, and users. It provides a set of
basic technical services related to distributed activity config-
urations. The services provided range from distributed event
management (using web sockets) to file and resource syn-
chronization, from ad hoc broadcast and discovery (using Ze-
roconf) to a distributed context processor. The infrastructure
allows the persistence of entities in the form of activities, re-
sources linked to activities, users, and device data models.
Additionally, the system supports the distribution, sharing,
and fragmenting of activities across different connected de-
vices.

Each device in ActivitySpace runs a specialized activity node,
which is composed of an activity manager and an activity
client. When running in master mode, the activity manager
(AM) is used as a proxy to activities that are stored locally or
in the cloud. The AM allows the device to share and distribute
activities with other devices through a REST interface and
web sockets. To allow other devices to connect to the AM, it
runs a discovery and broadcast service (using Zeroconf). The
activity client (AC) is used in slave mode and simply connects
to another AM that is currently running. Using a similar dis-
covery service, it searches for nearby AMs. Each device is
augmented with a fiducial marker that uniquely identifies the
device. The value encoded in the marker matches the identi-
fier that is part of the information broadcasted by the device.

The interactive surface application runs a specialized activity
node that is composed of several activity clients. When the
surface applications detects a fiducial marker, it launches a
discovery service to search for a device with a matching AM
identifier. If no other devices are connected to the space, it
loads all the activities of the AM of the detected device, and
visualizes them on the space. If the AM of an other device is
already connected to the space, the surface application com-
mands the device into slave mode, and attaches the AC of
that device to the AM of the previously detected master de-
vice. When the slave device is removed from the interactive
space, the surface application disconnects the device from the

Figure 6. Mobile devices (tablets and smartphones) run an activity-
aware resource visualizer and active reading tool (B). The activity bar
(A) lists available activities and tools.

AM of the master device and resets the disconnected device
back to its original mode. The surface application thus ac-
tively mediates the ad hoc peer to peer configuration between
attached master and slave devices.

When multiple devices are connected through the interactive
space, they are essentially all connected to the AM of the
master devices. This means that the activities of that AM are
shared and fragmented on the interactive space and slave de-
vices. All devices (including the surface) use an event mech-
anism to send and receive information on (i) which devices
are located on the space, (ii) which activity is currently se-
lected in the AM of the master device and (iii) what resources
are assigned to each device. All interactions with the inter-
active space are tunneled to the AM of the master device and
propagated to all slave devices using the event system. The
different cross-device activity configuration states (including
location of devices, allocated resources, and spatial layout on
the interactive space) are stored in the AM of the master de-
vice. The surface application can access these configurations
to visualize and update them when users explicitly interact
with the space or attached devices.

STUDY
To verify the usefulness of the configuration spaces concept
and collect user feedback on the design of the ActivitySpace
system, we conducted a scenario-based user evaluation [13].
The goals of this study were to (i) observe how participants
would use the system for cross-device tasks, and (ii) elicit
user input on the perceived usefulness of using mediating
spaces for cross-device configuration work.

Study Setup
Nine users (two female and seven male, mean age = 30, σ
= 4,85) from different backgrounds (such as clinical work,
software development, business, and research) participated in
the study. Participants rated themselves as generally experi-
enced computer users (x̃= 4; iqr= 2 on 5-point Likert scale)
and reported to be highly experienced with using multiple de-
vices (average amount of devices = 6, σ = 1,74 including lap-
tops, desktop computers, tablets, phone, and smart-TVs). The
study was conducted in a controlled lab environment in which
an interactive desk was deployed. The desk consisted of a Mi-
crosoft PixelSense built into a normal adjustable office desk.
The other devices used in the experiment were a standard
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Lenovo X100 laptop running Windows 7, two HP Elitepads
running Windows 8, and an iPhone. All interactions with de-
vices where logged and the experiment was videotaped.

Method
The study consisted of three phases. First, users were intro-
duced to the general concept and functionality of the system.
They were then asked to conduct a scenario using the think
aloud method. The scenario focused on six key features of
the system: (i) device coupling and decoupling, (ii) cross-
device resource allocation, (iii) activity switching, (iv) multi-
user interaction, (v) interruption management, and (vi) mo-
bility. Participants were asked to complete both individual
tasks, covering more basic functionality of the system, and
collaborative tasks, focusing on the sharing of resources and
activities. In the scenario, participants collected, compared
and shared a number of example websites, logos and other
data needed to build a new website for a company using avail-
able devices. After they successfully organized the required
information in activities, they prepared a tablet with the in-
formation needed to give a presentation. After returning from
the presentation, they continued to work on finding informa-
tion across different activities, until interrupted by their boss
who asked if the user could provide him with website designs
and logos thus starting a collaborative session on the desk. Fi-
nally, after completing the scenario, participants were asked
to complete a short survey, which was used as the basis for
a semi-structured interview in which they were asked (i) to
provide feedback on the usefulness of ActivitySpace and (ii)
to explore potential use cases for configuration spaces.

Results

User Feedback
Figure 7 presents an overview of the results of the question-
naire on the usefulness of the different aspects of the system.
Participants argued that activities provided them with a sta-
ble cross-device information management concept (Q1: x̃=
4; iqr= 1). During the scenarios, we observed how partici-
pants quickly became accustomed to using activities and even
reasoned in activities. Switching between activities on all de-
vices was considered easy (Q2: x̃= 4; iqr= 1) and most par-
ticipants used both the tablets and the laptop computer to con-
trol the currently selected activity. They simply used the de-
vice that was most convenient. The consistent and persistent
spatial configuration of devices and resources helped users to
quickly switch between different work context without loos-
ing overview:

– “When you organize all files into activities, you avoid
having too many files and clutter on the desk. You only
have what you need or what you are working on.” – P4

We also observed different activity creation patterns. Some
users would create a new activity for each specific sub-task
right before they initiated the sub task, while others would
create a number of empty activities up front. Participants
also used a wide range of names and icons for the activi-
ties, as it helped them reflect better on the content of the
activities. During the scenarios, some users would also up-
date the name or icon to “make it better reflect the work they

Figure 7. The results of the a 5-point Likert-scale questionnaire on the
usefulness of the different parts of the system. The numbers in the bar
represent the amount of participants.

were doing” – P1. Because the activity structure is essen-
tially an open ended configuration tool, participants used ac-
tivities and switched between them in very different ways. As
one user argued: “flexibility is super important as not every-
one thinks the same.” – P8 Although the configuration space
itself would actively display the name of the ongoing activ-
ity, very few users noticed this, as the spatial organization
as well as the views on the devices were enough informa-
tion to recall the activity. In general, most participants felt
comfortable using activities across devices since they already
achieved this to a certain degree in their usual device ecology
using workarounds:

– “I guess that organizing information in activities is
something everyone already tries to do, but with a lot of
effort and workarounds.” – P3

Utilizing the configuration space to connect different devices
to the same activity was considered very useful (Q3: x̃= 4;
iqr= 1). Many users mentioned in the interviews that con-
necting devices to exchange one piece of information is of-
ten a tedious process that involves cloud storage or multiple
interactions with devices. Using a physical connection be-
tween the mobile device and the space to add the device to
the ongoing activity session was considered to be very use-
ful and intuitive. Pinning the devices to the desk to allow for
local mobility was also considered as a very useful feature
(Q4: x̃= 5; iqr= 1). Participants generally mentioned during
interviews that the device thumbnails helped in creating con-
sistency between situations where the device was placed on
the desk or when it was used in mid-air. Using the physical
orientation to configure properties of the device was consid-
ered less important (Q5: x̃= 3; iqr= 1). Most participants
considered this a “nice feature” – P2, but not really relevant
to maintaining cross-device information overview.

Moving resources between different connected devices was
perceived as very easy and useful (Q6: x̃= 4; iqr= 1). Par-
ticipants appreciated the simplicity of dragging information
across the space from one device to another (Q7: x̃= 4; iqr=
1). The externalization of resources on the space was consid-
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ered as the best feature of the system. Because each of the de-
vices visualized the associated resources in an iconized state,
participants had a good overview on (i) which resources were
part of the activity, and (ii) on which device the resources
were allocated (Q8: x̃= 5; iqr= 1). This allowed them to
efficiently fragment resources contained in an activity across
different devices in use. Participants easily switched between
the different resource viewing modes using the pinch gestures
demonstrating the effectiveness of the modal interaction sup-
ported through semantic zooming. All participants agreed
that that use of a configuration space provided them with a
clear overview of all their activities, devices, and contained
resources (Q9: x̃= 4; iqr= 1). The idea of using a physical
space to make the connection between devices more visible
was considered as very useful:

– “I really like the idea of using the empty space between
devices to show what’s on them. Most of my devices are
currently already on or around my desk, so why not use
this space.” – P4

Even during the relatively short scenarios, we observed how
participants quickly took ownership over the desk. Concep-
tually, the configuration space is a public mediating infras-
tructure that requires a master device from a user to actually
access that user’s information. Participants liked this idea of a
public space that can be used to “do multi-device work” – P2
and mentioned that, similar to normal tables and desks, most
of them are public until one person claims ownership over it.
In that case, they argued that the configuration space should
be able to store local session information. The desk could
for instance be used as a master log-in device that provides
automatic authentication for all applications across devices.
The configuration space concept was considered to be use-
ful for both individual and collaborative work as users argued
that the fundamental problem in both cases lies in provid-
ing easy and quick task and information exchange capabili-
ties. However, the highly social character of the multi-user
sharing model was received with mixed feelings. Since shar-
ing essentially happens by one user allowing another user to
place their device in their configuration space, some users ar-
gued that this might have some privacy implications related to
what activities or what resources the visiting user can access.
Observations
While using devices and resources on the configuration space,
we observed a number of distinct patterns of use, that oc-
curred with most participants:

Pull and push devices – When working with information that
was on both the device and on the desk, participants often
moved devices around the configuration space to make more
room for interacting with resources that were located on the
space. Participants would consistently push devices to the
back when they were no longer being used, and pull them
back to the front of the space when needed.
Device on the edge – When some secondary devices (such as
a mobile phone or tablet) were not in active use, participants
would pin them to the desk, and place them on the edge of the
configuration space outside of the tracked zone. Although the
devices were not in use, participants generally kept them con-
nected to the configuration space, “just in case”.

Figure 8. Touch interaction data of 9 users plotted on the desk space.
The data shows circular movements of resources around visualisations
(orange color). Other colors represent the touch input of participants
which is primarily focussed in the front middle of the desk.

Implicit zones – During the multi-user scenarios, users would
implicitly create zones in which each of the devices of the
different users were located. The structure of these zones
differed between users, but participants generally organized
their devices in physical proximity to each other. The prox-
imity of the devices as well as their spatial position were
thus a helpful tool for users to distinguish between devices
but also to get an overview of all the resources on the desk.
Maneuvering around devices – When moving resources or
devices around in the space, users would often carefully ma-
neuver them around other devices that were located on the
space (orange plot in Figure 8), to avoid that a resource was
accidentally associated with a wrong device.
Interaction zone – As seen in Figure 8, most interactions with
resources and devices were done on the front middle of the
desk, within the private zone of users. Users would move
resources and devices into a focused interaction zone and es-
sentially use the rest of space as a permanent peripheral dis-
play for configuration work or storage [20].
Devices as folders – Some users would drag and drop a num-
ber of resources to a specific device that was pinned to the
space but not actively in use. This was done not to actu-
ally use them on the device, but to simply bundle them inside
one physical device. Therefore, they used devices as a physi-
cal folder to organize a number of related resources into one
manageable structure that can be moved around in the physi-
cal space.
Cross-device drag and drop – Because iconized resources
can never be occluded by a device as they automatically snap
to the overlaying device, we observed that long drag and drop
operations across the configuration space would often result
in several discrete drag and drop operations between inter-
mediate devices. So rather than occluding the resource, the
device would simply “absorb” and “pop up” the iconized re-
source at the bottom of the device.

DISCUSSION
The central goal of ActivitySpace is to provide users with a
transparent platform for creating, maintaining, and sharing ad
hoc device ecologies in which devices are visually connected
on a configuration space using activity as a central computa-
tional concept.
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As devices are increasingly becoming portals into a shared
and collaborative ubiquitous information space, it has become
apparent that devices can no longer be considered separate
entities, but rather part of larger artifact ecology [24]. As one
user concluded:

– “None of the things that we are currently using [in
our company] is really working. We need to rethink how
devices are connected and used.” – P1

Users essentially do not act with computing devices, but
rather through computing devices. Bødker and Klokmose [8]
therefore proposed to relate the notion of artifact ecolo-
gies [24] to human activities because “the artifact ecology of
an individual is highly dynamic” [9] as it is constructed by the
user through their activities. We build on this concept as we
describe users’ device ecologies as ad hoc and dynamic in-
terrelations between interconnected devices which are part of
the same motive-oriented activity or task. By connecting the
activity of users explicitly to their devices, users are presented
with a cross-device representation that moves away from the
predominant application and document-centric paradigm.

ActivitySpace employs the concept of a configuration space
to embrace this notion of activity-centric device ecologies. It
supports visual and direct feedback on the connection of de-
vices and the distribution of resources that are part of the same
ongoing activity. By providing users with a physical space
that has clear affordances and boundaries, users were able to
easily manage multiple tasks containing multiple resources
across different devices. The explicitness of placing devices
in the configuration space provided users with a stable con-
cept that helped them better understand and manage which of
their devices are currently being used as part of their active
device ecology. This point of view allowed users to appropri-
ate individual devices as physical proxies for digital informa-
tion [35] that could be included or excluded from their active
device ecology.

ActivitySpace currently allows users to select one activity to
be visualized on the configuration space and on the connected
devices. Although individual devices can be decoupled from
this shared activity view, the space can only visualize one ac-
tivity: the one it is mediating. Participants however discussed
that this could be greatly expanded by, e.g., using the space
to compare a number of different activities at the same time.
During the interviews, many participants essentially argued
for moving more management or configuration tools to the
desk, and step away from the use of the notebook as master
device. One user proposed to have a cross-device task bar on
the desk that could be used to switch tasks on different de-
vices, but also give access to the sound and display properties
of the device and even have a centralized notification mecha-
nism. Participants also argued that visual feedback on the ac-
tual sending process of resources between devices, could be
made even more explicit by using animations or other patterns
that visualize the transition between devices in a more gradual
way as described in the Gradual Engagement Pattern [27].

Sharing activities or specific resources is done using a social
sharing model, in which users physically allow each other to
place devices into their configuration space. Including the

sharing of activity configuration into the fundamental con-
cept improves some of the technical issues related to finding
and agreeing on which tool or platform to use. However, it
also creates a continuous public-private tension that is intrin-
sic to any interconnected artifact [32]. Allowing another user
to enter one’s private space is an explicit act of breaking the
boundary between the self and other users [32] and is part
of a continuous negotiation of intent [30]. A confirmation of
this negotiation process observed during the evaluation is that
each participant explicitly allowed the second user to access
the configuration space, but only in a zone that was implic-
itly created through the spatial configuration of the devices
of the owner. Although this highly social and spatial shar-
ing model provides a stable concept for sharing information,
it also opens discussion on what happens when the owner of
the configuration space is not physically there. This privacy
tension also explains why participants were so explicit about
the purpose of configuration spaces as either public spaces—
usable by anyone—or private spaces—clearly owned by one
user.

ActivitySpace currently uses augmented tables and desks, us-
ing build-in interactive surfaces. This concept can however be
expanded to other approaches using for instance top-mounted
projectors to cover even larger spaces or support tracking
of devices above and around the configuration space. Fur-
thermore, mobile devices such as augmented reality glasses
or body-worn projectors can support mobile configuration
spaces. Finally, future work could explore in more depth how
task management across devices can be unified in one cen-
tralized access point.

CONCLUSION
This paper introduced ActivitySpace, which is a distributed
activity-centric information management system that allows
users to create, manage and distribute applications, resources
and services across different devices that are part of the same
activity. ActivitySpace uses interactive surfaces as mediating
configuration spaces that visualize the active device ecology
of users. The scenario-based study demonstrated the useful-
ness of activity as a central concept for distributed interaction,
and how the configuration space provided users with a stable
concept for managing their device ecology. Finally, the study
highlighted a number of usage patterns on how users appro-
priated the space for multi-device work.
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