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Leading causes 1990 Percentage of DALYs
1990

Leading causes 2019 Percentage of DALYs
2019

Percentage change in
number of DALYs,
1990–2019

Percentage change in
age-standardised DALY 
rate, 1990–2019

A All ages

B 0–9 years

Communicable, maternal, neonatal, and nutritional diseases  
Non-communicable diseases 
Injuries

1 Neonatal disorders 10·6 (9·9 to 11·4) 1 Neonatal disorders 7·3 (6·4 to 8·4)
2 Lower respiratory infections 8·7 (7·6 to 10·0) 2 Ischaemic heart disease 7·2 (6·5 to 7·9)
3 Diarrhoeal diseases 7·3 (5·9 to 8·8) 3 Stroke 5·7 (5·1 to 6·2)
4 Ischaemic heart disease 4·7 (4·4 to 5·0) 4 Lower respiratory infections 3·8 (3·3 to 4·3)
5 Stroke 4·2 (3·9 to 4·5) 5 Diarrhoeal diseases 3·2 (2·6 to 4·0)
6 Congenital birth defects 3·2 (2·3 to 4·8) 6 COPD 2·9 (2·6 to 3·2)
7 Tuberculosis 3·1 (2·8 to 3·4) 7 Road injuries 2·9 (2·6 to 3·0) –31·0 (–37·1 to –25·4)
8 Road injuries 2·7 (2·6 to 3·0) 8 Diabetes 2·8 (2·5 to 3·1)
9 Measles 2·7 (0·9 to 5·6) 9 Low back pain 2·5 (1·9 to 3·1)

10 Malaria 2·5 (1·4 to 4·1) 10 Congenital birth defects 2·1 (1·7 to 2·6)
11 COPD 2·3 (1·9 to 2·5)

2·0 (1·6 to 2·7)
11 HIV/AIDS 1·9 (1·6 to 2·2)

12 Protein-energy malnutrition 12 Tuberculosis 1·9 (1·7 to 2·0)
13 Low back pain 1·7 (1·2 to 2·1) 13 Depressive disorders
14 Self-harm 1·4 (1·2 to 1·5) 14 Malaria 1·8 (0·9 to 3·1)
15 Cirrhosis 1·3 (1·2 to 1·5) 15 Headache disorders
16 Meningitis 1·3 (1·1 to 1·5) 16 Cirrhosis 1·8 (1·6 to 2·0)
17 Drowning 1·3 (1·1 to 1·4)

1·1 (0·2 to 2·4)
1·1 (0·8 to 1·5)

17 Lung cancer 1·8 (1·6 to 2·0)
18 Headache disorders 18 Chronic kidney disease
19 Depressive disorders 19 Other musculoskeletal
20 Diabetes 1·1 (1·0 to 1·2) 20 Age-related hearing loss
21 Lung cancer 1·0 (1·0 to 1·1) 21 Falls 1·5 (1·4 to 1·7)
22 Falls 1·0 (0·9 to 1·2)

1·0 (0·7 to 1·3)
0·9 (0·9 to 1·0)

22 Self-harm 1·3 (1·2 to 1·5) –38·9 (–44·3 to –33·0)
23 Dietary iron deficiency 23 Gynaecological diseases 1·2 (0·9 to 1·5)
24 Interpersonal violence 24 Anxiety disorders 1·1 (0·8 to 1·5)
25 Whooping  cough 0·9 (0·4 to 1·7)

0·8 (0·6 to 1·1)
0·8 (0·8 to 0·9)

25 Dietary iron deficiency

27 Age-related hearing loss 26 Interpersonal violence –23·8 (–28·6 to –17·8)
29 Chronic kidney disease 40 Meningitis 0·6 (0·5 to 0·8)
30 HIV/AIDS 0·8 (0·6 to 1·0) 41 Protein-energy malnutrition
32 Gynaecological diseases 0·8 (0·6 to 1·0) 46 Drowning 0·5 (0·5 to 0·6)
34 Anxiety disorders 0·7 (0·5 to 1·0)

0·7 (0·5 to 1·0)
55 Whooping  cough 0·4 (0·2 to 0·7)

35 Other musculoskeletal 71 Measles 0·3 (0·1 to 0·6)

1 Neonatal disorders 23·0 (22·0 to 24·1) 1 Neonatal disorders 32·4 (30·7 to 34·1)
2 Lower respiratory infections 17·0 (14·9 to 19·7) 2 Lower respiratory infections 11·6 (10·5 to 12·6)
3 Diarrhoeal diseases 13·1 (10·7 to 15·1) 3 Diarrhoeal diseases 9·3 (7·9 to 10·8)
4 Congenital birth defects 6·6 (4·6 to 10·0) 4 Congenital birth defects 8·6 (7·4 to 10·7)
5 Measles 5·7 (2·0 to 11·8) 5 Malaria 6·4 (3·3 to 10·8)
6 Malaria 4·6 (2·5 to 7·5)

4·1 (3·1 to 5·5)
6 Meningitis 2·1 (1·8 to 2·5)

7 Protein-energy malnutrition 7 Dietary iron deficiency –8·2 (–12·3 to –4·1)
8 Meningitis 2·3 (2·0 to 2·7) 8 Protein-energy malnutrition
9 Whooping cough 1·9 (0·8 to 3·8) 9 Whooping cough 1·9 (0·9 to 3·3)
10 Drowning 1·8 (1·5 to 2·1) 10 STIs 1·4 (0·5 to 2·8)
11 Tuberculosis 1·8 (1·5 to 2·1) 11 Measles 1·3 (0·4 to 2·7)
12 Tetanus 1·7 (1·4 to 1·9) 12 Road injuries 1·1 (1·0 to 1·4)
13 Road injuries 1·3 (1·1 to 1·5)

0·9 (0·6 to 1·3)
13 Tuberculosis 1·0 (0·9 to 1·2)

14 Dietary iron deficiency 14 HIV/AIDS 1·0 (0·9 to 1·2)
15 STIs 0·7 (0·2 to 1·5) 15 iNTS 1·0 (0·6 to 1·5)
16 Typhoid and paratyphoid 0·7 (0·3 to 1·3) 16 Drowning 0·9 (0·8 to 1·1)
17 Foreign body 0·6 (0·5 to 0·7) 17 Haemoglobinopathies 0·9 (0·7 to 1·0)
18 HIV/AIDS 0·6 (0·5 to 0·7) 18 Typhoid and paratyphoid 0·8 (0·4 to 1·5)
19 Encephalitis 0·5 (0·4 to 0·7) 19 Asthma 0·5 (0·4 to 0·8)
20 Acute hepatitis 0·5 (0·4 to 0·5) 20 Foreign body 0·5 (0·4 to 0·5)
21 Haemoglobinopathies 0·4 (0·3 to 0·6) 21 EMBID 0·5 (0·4 to 0·6)
22 Leukaemia 0·4 (0·3 to 0·6) 22 Sudden infant death 0·5 (0·2 to 1·0)
23 Sudden infant death 0·4 (0·2 to 0·9) 23 Idiopathic epilepsy 0·5 (0·3 to 0·6)
24 Asthma 0·4 (0·3 to 0·5) 24 Other unspecified infectious
25 Falls 0·4 (0·3 to 0·5) 25 Dermatitis 0·4 (0·2 to 0·7) –6·0 (–6·9 to –5·1)

28 Idiopathic epilepsy 0·3 (0·2 to 0·4)
0·3 (0·2 to 0·4)

26 Leukaemia 0·4 (0·4 to 0·5)
30 Other unspecified infectious 27 Falls 0·4 (0·3 to 0·5)
33 iNTS 0·3 (0·1 to 0·4) 28 Encephalitis 0·4 (0·3 to 0·5)
34 EMBID 0·3 (0·2 to 0·3) 32 Tetanus 0·3 (0·3 to 0·5)
44 Dermatitis 0·2 (0·1 to 0·3) 39 Acute hepatitis 0·3 (0·2 to 0·3)

–35·4 (–44·8 to –23·8)
–69·6 (–76·3 to –61·6)
–68·5 (–75·9 to –58·4)
–40·1 (–55·1 to –17·9)
–38·5 (–63·1 to –6·5)
–61·0 (–69·2 to –51·1)

–78·3 (–85·5 to –69·9)
–53·2 (–75·6 to –20·4)
–14·9 (–30·1 to 2·5)
–90·5 (–92·9 to –87·6)
–63·7 (–70·8 to –48·8)
–75·5 (–80·6 to –69·2)
–25·0 (–35·3 to –13·6)
61·4 (20·6 to 109·3)

–79·0 (–82·6 to –72·2)
–13·7 (–34·3 to 14·7)
–50·7 (–62·5 to –36·9)
–37·5 (–50·0 to –21·5)
–63·6 (–70·2 to –57·1)
–22·1 (–36·1 to –6·0)
–46·9 (–61·7 to –30·0)
–34·0 (–49·1 to –3·8)
–29·3 (–50·3 to 3·3)

–55·3 (–69·5 to –37·0)
–48·3 (–68·7 to –22·6)
–68·5 (–77·9 to –50·2)
–91·2 (–93·8 to –85·6)
–74·1 (–82·6 to –61·1)

–36·2 (–45·4 to –24·7)
–69·1 (–75·9 to –60·9)
–67·8 (–75·3 to –57·2)
–41·6 (–54·6 to –17·4)
–36·9 (–61·4 to –2·2)
–59·7 (–68·1 to –49·3)

–0·8 (–5·3 to 3·6)
–78·1 (–85·0 to –68·9)
–54·7 (–74·7 to –17·3)
–16·3 (–30·7 to 1·7)
–90·0 (–92·6 to –86·9)
–61·5 (–68·7 to –45·0)
–74·5 (–79·8 to –67·8)
–18·6 (–35·6 to 3·6)
68·3 (27·4 to 121·2)

–77·6 (–81·3 to –70·1)
–10·3 (–30·3 to 22·5)
–46·7 (–59·1 to –31·1)
–32·2 (–46·2 to –14·5)
–62·9 (–69·6 to –56·2)
–18·9 (–33·3 to –0·9)
–50·6 (–61·6 to –29·8)
–30·7 (–45·8 to 3·6)
–28·4 (–48·3 to 7·8)

2·7 (1·7 to 3·7)

–54·8 (–67·7 to –32·9)
–47·2 (–67·0 to –18·0)
–67·6 (–76·7 to –47·6)
–91·3 (–93·8 to –85·6)
–73·1 (–81·7 to –59·1)

2·0 (1·3 to 2·9)
2·0 (1·7 to 2·3)

0·4 (0·3 to 0·6)

–57·2 (–64·4 to –48·6)
–74·5 (–82·0 to –64·5)
–68·2 (–71·9 to –62·8)
–56·3 (–75·6 to –20·3)
–90·4 (–92·8 to –87·5)

–6·8 (–8·7 to –4·9)
–0·1 (–1·0 to 0·7)

–16·4 (–18·7 to –14·0)

–14·5 (–22·5 to –7·4)
–1·8 (–3·7 to –0·1)
30·7 (27·6 to 34·3)

6·3 (0·2 to 12·4)
–16·2 (–24·0 to –8·2)
–26·8 (–32·5 to –19·0)

1·1 (–4·2 to 2·9)
–37·8 (–61·9 to –6·2)

–1·8 (–2·9 to –0·8)
–62·8 (–66·6 to –58·0)
58·5 (37·1 to 89·2)

–40·0 (–52·7 to –17·1)
–16·3 (–17·1 to –15·5)
24·4 (18·5 to 29·7)

–39·8 (–44·9 to –30·2)
–64·6 (–71·7 to –54·2)
–62·5 (–69·0 to –54·9)
–35·2 (–40·5 to –30·5)
–28·6 (–33·3 to –24·2)
–32·6 (–42·1 to –21·2)–32·3 (–41·7 to –20·8)

50·4 (39·9 to 60·2)
32·4 (22·0 to 42·2)

–56·7 (–64·2 to –47·5)
–57·5 (–66·2 to –44·7)
25·6 (15·1 to 46·0)

2·4 (–6·9 to 10·8)
147·9 (135·9 to 158·9)
46·9 (43·3 to 50·5)

–37·3 (–50·6 to –12·8)
127·7 (97·3 to 171·7)
–41·0 (–47·2 to –33·5)

61·1 (56·9 to 65·0)
–29·4 (–56·9 to 6·6)
56·7 (52·4 to 62·1)
33·0 (22·4 to 48·2)
69·1 (53·1 to 85·4)
93·2 (81·6 to 105·0)

128·9 (122·0 to 136·3)
82·8 (75·2 to 88·9)
47·1 (31·5 to 61·0)
–5·6 (–14·2 to 3·7)

48·7 (45·8 to 51·8)
53·7 (48·8 to 59·1)
13·8 (10·5 to 17·2)1·1 (0·8 to 1·5)

1·6 (1·2 to 2·1)
1·6 (1·2 to 2·1)
1·6 (1·5 to 1·8)

1·8 (0·4 to 3·8)

1·8 (1·4 to 2·4)

–89·8 (–92·3 to –86·8)
–54·5 (–74·6 to –16·9)
–60·6 (–65·2 to –53·6)
–71·1 (–79·6 to –59·7)
–51·3 (–59·4 to –42·0)
10·2 (3·2 to 19·2)1·1 (1·0 to 1·2)

0·6 (0·5 to 0·7)
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Global burden of 369 diseases and injuries in 204 countries 
and territories, 1990–2019: a systematic analysis for the 
Global Burden of Disease Study 2019
GBD 2019 Diseases and Injuries Collaborators*

Summary
Background In an era of shifting global agendas and expanded emphasis on non-communicable diseases and injuries 
along with communicable diseases, sound evidence on trends by cause at the national level is essential. The Global 
Burden of Diseases, Injuries, and Risk Factors Study (GBD) provides a systematic scientific assessment of published, 
publicly available, and contributed data on incidence, prevalence, and mortality for a mutually exclusive and 
collectively exhaustive list of diseases and injuries.

Methods GBD estimates incidence, prevalence, mortality, years of life lost (YLLs), years lived with disability (YLDs), and 
disability-adjusted life-years (DALYs) due to 369 diseases and injuries, for two sexes, and for 204 countries and territories. 
Input data were extracted from censuses, household surveys, civil registration and vital statistics, disease registries, 
health service use, air pollution monitors, satellite imaging, disease notifications, and other sources. Cause-specific 
death rates and cause fractions were calculated using the Cause of Death Ensemble model and spatiotemporal Gaussian 
process regression. Cause-specific deaths were adjusted to match the total all-cause deaths calculated as part of the GBD 
population, fertility, and mortality estimates. Deaths were multiplied by standard life expectancy at each age to calculate 
YLLs. A Bayesian meta-regression modelling tool, DisMod-MR 2.1, was used to ensure consistency between incidence, 
prevalence, remission, excess mortality, and cause-specific mortality for most causes. Prevalence estimates were 
multiplied by disability weights for mutually exclusive sequelae of diseases and injuries to calculate YLDs. We considered 
results in the context of the Socio-demographic Index (SDI), a composite indicator of income per capita, years of 
schooling, and fertility rate in females younger than 25 years. Uncertainty intervals (UIs) were generated for every 
metric using the 25th and 975th ordered 1000 draw values of the posterior distribution.

Findings Global health has steadily improved over the past 30 years as measured by age-standardised DALY rates. After 
taking into account population growth and ageing, the absolute number of DALYs has remained stable. Since 2010, the 
pace of decline in global age-standardised DALY rates has accelerated in age groups younger than 50 years compared 
with the 1990–2010 time period, with the greatest annualised rate of decline occurring in the 0–9-year age group. 
Six infectious diseases were among the top ten causes of DALYs in children younger than 10 years in 2019: lower 
respiratory infections (ranked second), diarrhoeal diseases (third), malaria (fifth), meningitis (sixth), whooping cough 
(ninth), and sexually transmitted infections (which, in this age group, is fully accounted for by congenital syphilis; ranked 
tenth). In adolescents aged 10–24 years, three injury causes were among the top causes of DALYs: road injuries (ranked 
first), self-harm (third), and interpersonal violence (fifth). Five of the causes that were in the top ten for ages 10–24 years 
were also in the top ten in the 25–49-year age group: road injuries (ranked first), HIV/AIDS (second), low back pain 
(fourth), headache disorders (fifth), and depressive disorders (sixth). In 2019, ischaemic heart disease and stroke were the 
top-ranked causes of DALYs in both the 50–74-year and 75-years-and-older age groups. Since 1990, there has been a 
marked shift towards a greater proportion of burden due to YLDs from non-communicable diseases and injuries. 
In 2019, there were 11 countries where non-communicable disease and injury YLDs constituted more than half of all 
disease burden. Decreases in age-standardised DALY rates have accelerated over the past decade in countries at the lower 
end of the SDI range, while improvements have started to stagnate or even reverse in countries with higher SDI.

Interpretation As disability becomes an increasingly large component of disease burden and a larger component of 
health expenditure, greater research and development investment is needed to identify new, more effective 
intervention strategies. With a rapidly ageing global population, the demands on health services to deal with 
disabling outcomes, which increase with age, will require policy makers to anticipate these changes. The mix of 
universal and more geographically specific influences on health reinforces the need for regular reporting on 
population health in detail and by underlying cause to help decision makers to identify success stories of disease 
control to emulate, as well as opportunities to improve.
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Opportunities for UbiComp in Mental Health?
“Continuous multimodal monitoring is of particular importance for 
preventing mental disorders. A relevant example is prevention of clinical 
depression. An early assessment of risk factors or an early detection of 
negative vital signs could significantly reduce this cost through early 
prevention.” (2010)

• Core Research Topics
– mobile sensing
– ecological momentary assessment
– mood & episode prediction
– psycho-education
– clinical diagnosis

7

B Arnrich, O Mayora, JE Bardram, G Tröster. Pervasive healthcare: paving 
the way for a pervasive, user-centered and preventive healthcare model. 
Methods Inf Med. 2010;49(1):67-73.
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MONARCA Project
• Bipolar disorder (manio-depressive)
• EU STREP project | 2010-2014 | 13 partners 
• Copenhagen team

– Psychiatric Center Copenhagen (RegionH)
– IT University of Copenhagen

• MONARCA system
– Self-assessment – mood | sleep | stress | medicine | …
– Auto-assessment – physical activity | mobility | social activity | phone usage
– Feedback – visualizations | medication | actions-to-take | triggers | early-

warning-signs | impact factors
– Mood forecast – predict mood for next 5 days

8



User-centered Design

9

G Marcu, JE Bardram, S Gabrielli. A Framework for Overcoming Challenges in 
Designing Persuasive Monitoring Systems for Mental Illness. In Proceedings of 
Pervasive Health 2011, p.1-10, 2011
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Double Loop

10

JE Bardram, MM Frost (2018). Double-loop health technology: 
enabling socio-technical design of personal health technology 
in clinical practice. In Designing Healthcare That Works (pp. 
167-186). Academic Press.
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Monsenso A/S
• Founded 2015 based on the 

research done in the MONARCA 
project

• CE marked medical device
• Customers in 5+ countries

• The technological basis for ongoing 
AI research in mental health
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AI IN MENTAL HEALTH
EXAMPLES
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“AI” in Mental Health

Correlation
– self-reported mood
– mobility
– social activity
– physical activity
– voice

Classification
– disease classification
– state (e.g., manic/depressive episodes)

Prediction
– mood forecasting (1-5 days)
– relapse / remission
– readmission

13

X-Ray machine ca. 1950 [Wikipedia]
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Correlations – Clinical
• Clinical Study

– N=61 | 6 m | 19 m  
– HDRS-17 (depression) and YMRS (manic)
– 400+ clinical ratings (monthly)

• Results
– significant correlations between self-rated mood and  HDRS & 

YMRS
– significant correlations between social activity and clinical 

ratings on both HDRS & YMRS
• especially when grouping into ‘affective states’ (3 states)

14

M Faurholt-Jepsen, M Vinberg, M Frost, EM Christensen, JE Bardram, LV 
Kessing. Smartphone data as an electronic biomarker of illness activity in bipolar 
disorder. Bipolar Disorders. 17(1): 2015

the YMRS, whereas the duration of outgoing
calls/day correlated positively and significantly
with scores on the YMRS and borderline signifi-
cantly with scores on the HDRS-17.

There was a significant positive correlation
between the duration of incoming calls/day and
scores on the HDRS-17 in both the unadjusted
model and the model adjusted for age and sex
(unadjusted model B = 19.96, 95% CI: 4.12–35.80,
p = 0.014; adjusted model B = 17.15, 95% CI:
1.00–33.30, p = 0.037), indicating that for every
score that increased 10 points on the HDRS-17 in
the adjusted models there was an increase in the
duration of incoming calls/day of 171.5 (10.0;
333.0) sec. Further, there was a significant positive
correlation between the duration of incoming calls/
day and scores on the YMRS in both the unad-
justed model and the model adjusted for age and
sex (unadjusted model B = 28.54, 95% CI: 5.17–
51.90, p = 0.017; adjusted model B = 30.38, 95%
CI: 7.04–53.71, p = 0.011), indicating that for
every score that increased 10 points on the YMRS
in the adjusted models there was in increase in the
duration of incoming calls/day of 303.8 (70.4;
537.1) sec.

Table 4 presents the results from models
regarding automatically generated objective data
and sub-components of the level of clinically
rated depressive and manic symptoms, as repre-
sented by scores on sub-items on the HDRS-17
and the YMRS, respectively. For the HDRS-17,
items concerning mood (sub-item 1), psychomo-

tor retardation (sub-item 8) and psychomotor
agitation (sub-item 9) were selected, and for the
YMRS, items concerning mood (sub-item 1),
activity (sub-item 2) and speech (sub-item 6)
were selected. These items on the clinical rating
scales were selected because they represent cen-
tral and objectively measurable parts of depres-
sion and mania. Scores on the activity item on
the YRMS (sub-item 2) correlated positively and
significantly with the automatically generated
objective data in relation to the number of
incoming and outgoing calls/day and the number
of outgoing text messages/day. Scores on the
psychomotor retardation item on the HDRS-17
(sub-item 8) correlated positively and signifi-
cantly with the duration of outgoing calls/day in
the unadjusted model and borderline significantly
in the adjusted model.

Table 5 presents the results from models regard-
ing the automatically generated objective data and
affective states by the HDRS-17 and the YMRS
categorized into the subcategories of asymptomatic
(HDRS-17 and YMRS ≤7), mild depression/
hypomania (HDRS-17 and YMRS 7–14) and mod-
erate to severe depression/mania (HDRS-17 and
YMRS ≥14). For the HDRS-17, patients with mod-
erate to severe depression showed a significantly
higher duration of outgoing calls/day than did
asymptomatic patients in both the unadjusted and
the adjusted models (unadjusted model B = 452.17,
95% CI: 149.56–754.78, p = 0.003; adjusted model
B = 421.57, 95% CI: 111.55–731.60, p = 0.008).

Table 2. Correlations between self-monitored dataa collected using smartphones and depressive and manic symptoms measured using the HDRS-
17 and YMRS, respectivelyb

Unadjusted Adjustedc

Coefficient 95% CI p-value Coefficient 95% CI p-value

Mood (scale: !3 to +3)
HDRS-17 !0.055 !0.067 to !0.042 <0.001 !0.058 !0.071 to !0.045 <0.001
HDRS-17 sub-item 1 (mood) !0.38 !0.45 to !0.30 <0.001 !0.38 !0.46 to !0.31 <0.001
YMRS 0.39 0.016–0.062 <0.001 0.039 0.017–0.062 <0.001
YMRS sub-item 1 (mood) 0.38 0.24–0.53 <0.001 0.38 0.24–0.53 <0.001
Sleep (hours/night)
HDRS-17 !0.017 !0.048 to 0.014 0.28 !0.02 !0.052 to 0.011 0.21
YMRS !0.047 !0.088 to !0.005 0.027 !0.047 !0.088 to !0.006 0.026
Activity (scale: !3 to +3)
HDRS-17 !0.037 !0.053 to !0.020 <0.001 !0.042 !0.059 to !0.025 <0.001
YMRS 0.047 0.022–0.072 <0.001 0.048 0.023–0.072 <0.001
Stress (scale: 0 to +5)
HDRS-17 0.047 0.029–0.065 <0.001 0.046 0.027–0.064 <0.001
YMRS 0.012 !0.013 to 0.033 0.34 0.012 !0.013 to 0.037 0.35

CI = confidence interval; HDRS-17 = Hamilton Depression Rating Scale–17 item; YMRS = Young Mania Rating Scale.
aAverages of the smartphone data were analyzed for the current day and three days before ratings with the HDRS-17 and YMRS, as
these rating scales address symptoms over the last four days.
bTotal N = 30.
cAdjusted for age and sex.
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For the YMRS, patients with mania showed a sig-
nificantly higher number of incoming calls/day than
did asymptomatic patients in both the unadjusted
and the adjusted models (unadjusted model
B = 0.95, 95% CI: 0.076–182, p = 0.033; adjusted
model B = 0.97, 95% CI: 0.10–1.84, p = 0.029).
Additionally, patients with mania showed a border-
line significantly higher number of outgoing text
messages/day than did asymptomatic patients in
both the unadjusted and the adjusted models.

Overall, further adjustment for the randomiza-
tion group (intervention group or control group)
in each of the models presented in Tables 2–5 did
not change the estimates.

Discussion

In the present longitudinal study, we investigated
correlations between smartphone data and the
level of depressive and manic symptoms, respec-
tively, using repeated measurements in outpatients
with bipolar disorder. In accordance with our a
priori hypotheses, we found that automatically
generated objective data on changes in speech,
social and physical activities and self-monitored
data collected using smartphones correlated with
the level of depressive and manic symptoms
assessed with the HDRS-17 and the YMRS,
respectively.

This is the first study investigating both auto-
matically generated objective data and self-moni-
tored data collected using smartphones in relation
to the level of clinically rated depressive and manic

symptoms in a larger study of patients with bipolar
disorder.

The most intriguing and novel results from the
present study were that (i) several of the automati-
cally generated objective data correlated with
scores on the HDRS-17 and the YMRS, and (ii)
the levels of automatically generated objective data
were able to discriminate between affective states
(asymptomatic versus moderate to severe depres-
sion or mania), suggesting that such automatically
generated objective data may be used as electronic
biomarkers for the longitudinal evaluation and
monitoring of illness activity in patients with bipo-
lar disorder.

Interestingly, in addition to the results for the
automatically generated objective data, the present
study showed that patients with bipolar disorder
were able to validly evaluate a number of symp-
toms of illness activity on a daily basis using the
MONARCA I system, e.g., their daily electronic
self-monitored data correlated with their scores on
the HDRS-17 and the YMRS.

Notably, the length of self-monitored sleep did
not correlate with the level of depressive symp-
toms. Bipolar depression often presents with more
atypical symptoms than does unipolar depression
(32). Thus, patients with bipolar depression may
suffer from both increased and decreased sleep
length. This could explain why there was neither a
positive nor a negative correlation between self-
monitored sleep length and depressive symptoms.
As expected, in the case of mania, patients with
manic symptoms reported lower sleep length.

Table 5. Correlations between automatically generated objective data a collected using smartphones and affective states according to the HDRS-17
and YMRS presented as categorical data b, respectivelyc

Unadjusted Adjustedd

Coefficient 95% CI p-value Coefficient 95% CI p-value

Incoming calls (no./day)
Asymptomatic versus mania 0.95 0.076–1.82 0.033 0.97 0.10–1.84 0.029
Duration incoming calls (sec/day)
Asymptomatic versus hypomania 729.51 334.87–1124.13 <0.001 768.10 374.34–1161.86 <0.001
Outgoing calls (no./day)
Asymptomatic versus hypomania 2.09 0.38–3.80 0.016 2.08 0.37–3.80 0.017
Duration outgoing calls (sec/day)
Asymptomatic versus moderate to severe depression 452.17 149.56–754.78 0.003 421.57 111.55–731.60 0.008
Asymptomatic versus hypomania 623.15 173.63–1072.67 0.007 641.53 190.41–1092.65 0.005
Outgoing text messages (no./day)
Asymptomatic versus mania 4.14 !0.38 to 8.67 0.073 4.42 !0.10 to 8.95 0.055

CI = confidence interval; HDRS-17 = Hamilton Depression Rating Scale–17 item; YMRS = Young Mania Rating Scale.
aAverages of the smartphone data were analyzed for the current day and three days before ratings with the HDRS-17 and YMRS, as
these rating scales address symptoms over the last four days.
bScores on the HDRS-17 or YMRS ≤ 7 were defined as asymptomatic. Scores on the HDRS-17 or YMRS from 7 to 14 were defined as
mild depression or hypomania. Scores on the HDRS-17 or YMRS ≥ 14 were defined as moderate to severe depression or mania.
cAnalyses including all study participants; total N = 61.
dAdjusted for age and sex.
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Study
• N = 28 | healthy / non-diagnosed subjects
• PHQ-8 self-rated depression score

Mobility Metrics
• The total distance covered DT

• The maximum distance between two locations DM

• The radius of gyration G
• The standard deviation of the displacements σdis
• The maximum distance from home DH

• The number of different places visited Ndif

• The number of different significant places visited Nsig

• The routine index R

Correlations – Mobility & Depression

Trajectories of Depression:
Unobtrusive Monitoring of Depressive States by means of

Smartphone Mobility Traces Analysis
Luca Canzian

University of Birmingham, UK
l.canzian@cs.bham.ac.uk

Mirco Musolesi
University College London, UK
University of Birmingham, UK

m.musolesi@ucl.ac.uk

ABSTRACT
One of the most interesting applications of mobile sensing is
monitoring of individual behavior, especially in the area of
mental health care. Most existing systems require an interac-
tion with the device, for example they may require the user
to input his/her mood state at regular intervals. In this paper
we seek to answer whether mobile phones can be used to un-
obtrusively monitor individuals affected by depressive mood
disorders by analyzing only their mobility patterns from GPS
traces. In order to get ground-truth measurements, we have
developed a smartphone application that periodically collects
the locations of the users and the answers to daily question-
naires that quantify their depressive mood. We demonstrate
that there exists a significant correlation between mobility
trace characteristics and the depressive moods. Finally, we
present the design of models that are able to successfully pre-
dict changes in the depressive mood of individuals by analyz-
ing their movements.

Author Keywords
Mobile Sensing; Depression; Spatial Statistics; GPS Traces

ACM Classification Keywords
H.1.2. Models and Principles: User/Machine Systems; J.4
Computer Applications: Social and Behavioral Sciences

INTRODUCTION
According to a recent report by the World Health Organiza-
tion [9], in high-income countries up to 90% of people who
die by suicide are affected by mental disorders, and depres-
sion is the most common mental disorder associated with sui-
cidal behavior. More generally, depressive disorders do not
only affect the personal life of individuals and their families
and social circles, but they also have a strong negative eco-
nomic impact [28]. In fact, according to a study by the Eu-
ropean Depression Association [9], 1 in 10 employees in the
United Kingdom had taken time off at some point in their
working lives because of depression problems. Currently,
psychologists rely mainly on self-assessment questionnaires
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for profit or commercial advantage and that copies bear this notice and the full cita-
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and/or a fee. Request permissions from Permissions@acm.org.
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c� 2015 ACM. ISBN 978-1-4503-3574-4/15/09 $15.00
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and phone/in-site interviews to diagnose depression and mon-
itor its evolution. This methodology is time-consuming, ex-
pensive, and prone to errors, since it often relies on the
patient’s recollections and self-representation. As a conse-
quence, changes in the depression state may be detected with
delay, which makes intervention and treatment more difficult.

Several recent projects have investigated the potential use
of mobile technologies for monitoring stress, depression and
other mental disorders (see, for example, [25, 6, 31, 24, 36, 1,
5, 39], providing new ways for supporting both patients and
healthcare officers [8, 20]. Indeed, mobile phones are ubiqui-
tous and highly personal devices, equipped with sensing ca-
pabilities, which are carried by their owners during their daily
routine [19]. However, existing works mostly rely on periodic
user interaction and self-reporting. Our goal is to build sys-
tems that minimize and, if possible, remove the need for user
interaction.

We focus on a specific type of data that can be reliably col-
lected by almost any smartphone in a robust way, namely
location information, and we investigate how it is possible
to correlate characteristics of human mobility and depressive
state. Indeed, interview-based studies have shown that de-
pression leads to a reduction of mobility and activity levels
(see, for example, [34]). Previous work has shown the po-
tential of using different smartphone sensor modalities to as-
sess mental well-being. However, the focus was on the ac-
tivity level detected with the accelerometer sensor [31], voice
analysis using the microphone [24], colocation using Blue-
tooth and WiFi registration patterns [25], and call logs [5]. In
this paper instead we focus on the characterization (also from
a statistical point of view) and exploitation of mobility data
collected by means of the GPS receivers embedded in today’s
mobile phones. More specifically, this work for the first time
addresses the following key questions: is there any correla-
tion between mobility patterns extracted from GPS traces and
depressive mood? Is it possible to devise unobtrusive smart-
phone applications that collect and exploit only mobility data
in order to automatically infer a potential depressed mood of
the user over time?

In order to answer these questions, we need to quantitatively
characterize the movements of the user over a certain time
interval and correlate them to a numeric indicator of the de-
pressed mood of a user. For this reason, we first extract mobil-
ity traces for a user and we define and compute mobility met-
rics that summarize key features of the user movement pat-

1L Canzian, M Musolesi. Trajectories of Depression: Unobtrusive Monitoring of Depressive States by 
means of Smartphone Mobility Traces Analysis. In: Proceedings of the 2015 ACM International Joint 
Conference on Pervasive and Ubiquitous Computing (ACM UbiComp’15). ACM; 2015.
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Figure 3: Histograms of the average PHQ score of the users.

Many of these are linked to the academic environment (7 stu-
dents, 3 PhD students, and 7 researchers/lecturers), but there
are also individuals working in the private sector, artists, and
retired people. The average age is 31 years old. On average
each user has been monitored for 71 days, and we were able
to compute 63 PHQ scores for each user. Figure 3 shows the
histogram of the average PHQ scores of the users. Most of
the users do not suffer, on average, of depressive problems
(average PHQ score below 5), or they suffer of mild depres-
sive symptoms (average PHQ score from 5 to 10). However,
there are also some users suffering of moderate (average PHQ
score from 10 to 15) and moderately severe (average PHQ
score from 15 to 20) depressive symptoms. These users ex-
perience also peaks on the daily PHQ score overpassing the
severe depression cut point value 20.

EVALUATION
In this Section we analyze the data collected by means of
MoodTraces. We first analyze how the mobility metrics and
the PHQ score of each user jointly vary in time, proving that
there exists a significant correlation among them. Then we
train and test personalized regression and classification mod-
els for each user to investigate whether it is possible to pre-
dict changes in the PHQ score from variations in the mobility
metrics.

Correlation Analysis
We exploit the sequences defined by Eq. (13) to analyze the
correlation5 between each mobility metric and the PHQ score,
for each user and for different values of the time history pa-
rameter THIST , which is measured in days. We also compute
the p-value associated to each correlation value, represent-
ing the probability of getting a correlation as large as the ob-
served value by random chance (i.e., when the true correlation
is zero). For this analysis we set the time horizon THOR = 0
days, i.e., the last day of the time interval over which we com-
pute a specific mobility metric is equal to the day in which we
compute the associated PHQ score.

Table 1 shows the average values (among the users) of the
absolute correlations and p-values, for each mobility metric
and for THIST = 1 day (i.e., the mobility metrics are com-
puted over the same day of the corresponding PHQ score) and
THIST = 14 days (i.e., the mobility metrics are computed
considering a time span of two weeks before the day of the
5In this work we consider the Pearson correlation [40], which is
usually adopted to quantify linear dependences between variables.

Mobility metric Average abs. correlation Average p-value
THIST = 1 THIST = 14 THIST = 1 THIST = 14

DT 0.159 0.402 0.401 0.095
DM 0.152 0.432 0.425 0.069
G 0.160 0.343 0.422 0.197
�dis 0.147 0.417 0.431 0.088
DH 0.199 0.358 0.297 0.168
Ndif 0.191 0.360 0.335 0.157
Nsig 0.201 0.336 0.385 0.181
R 0.227 0.368 0.262 0.138

Table 1: The averages of the absolute values of the correla-
tions and of the p-values for different mobility metrics, for
THIST = 1 day and THIST = 14 days.

corresponding PHQ score). We consider the absolute value
of the correlation because it represents an ordinal measure of
how strong the relationship between the mobility metric and
the PHQ score is, hence it is reasonable to compute its aver-
age (this does not hold for the “signed correlation”, because
strong negative and positive dependencies would compensate
each other by computing the average).

For THIST = 1 the average correlations6 range from 0.147
(associated to the metric �dis) to 0.227 (associated to the
metric R). Though these values are significantly different
from 0, since the number of instances for each user is not
extremely large the corresponding average p-values are quite
large. Indeed, usually a correlation value is considered sig-
nificant only if the corresponding p-value is smaller than the
significance level ↵ = 0.05, but in our case the minimum p-
value for THIST = 1 is 0.262. For THIST = 1 “low level”
metrics such as the total distance covered DT or the maxi-
mum distance between two locations DM have a smaller av-
erage correlation than the metrics that capture semantic in-
formation about the visited places, such as the number of
different significant places visited Nsig or the routine index
R. Interestingly, this situation is reversed for THIST = 14.
This suggests that low level distance-based metrics such as
DT and DM require the observation of the user mobility be-
havior for longer time intervals than metrics that incorporate
some semantic about the visited places. However, for suffi-
ciently long time intervals, they can provide stronger clues
about the depressive state of the user. With the increase of
THIST from 1 to 14 days the average correlation for each
mobility metrics increases (ranging now from 0.336 for Nsig

to 0.432 for DM ) and, as a consequence, the corresponding
p-values decrease.

This aggregate analysis summarized in Table 1 provides in-
teresting insights about the correlation between PHQ scores
and mobility metrics, but it does not provide a complete un-
derstanding of the strength of the correlation at individual
level. For this reason, we now investigate the correlations
and p-values in a non-aggregate form, by plotting the his-
tograms of their values for THIST = 1 and THIST = 14.
Due to space constraints, it is not possible to show the his-
tograms for all mobility metrics. Hence, we choose to con-

6To simplify the presentation, in the remainder of this section we
use “average correlation” instead of “average of the absolute values
of the correlations”.
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Correlations – Sensing & Mood
• Systematic review 

– behavioral features – mobile and wearable devices
– depressive mood symptoms
– patient w. affective disorders (unipolar & bipolar)

• 2,644 unique papers identified
– 929 full papers screened
– 46 papers included

• Studies divided into
– clinical (i.e. , diagnosed) N = 20
– non-clinical (”healthy individuals”) N = 26
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Abstract
Background: Several studies have recently reported on the correlation between objective behavioral features collected via
mobile and wearable devices and depressive mood symptoms in patients with affective disorders (unipolar and bipolar disorders).
However, individual studies have reported on different and sometimes contradicting results, and no quantitative systematic review
of the correlation between objective behavioral features and depressive mood symptoms has been published.
Objective: The objectives of this systematic review were to (1) provide an overview of the correlations between objective
behavioral features and depressive mood symptoms reported in the literature and (2) investigate the strength and statistical
significance of these correlations across studies. The answers to these questions could potentially help identify which objective
features have shown most promising results across studies.
Methods: We conducted a systematic review of the scientific literature, reported according to the preferred reporting items for
systematic reviews and meta-analyses guidelines. IEEE Xplore, ACM Digital Library, Web of Sciences, PsychINFO, PubMed,
DBLP computer science bibliography, HTA, DARE, Scopus, and Science Direct were searched and supplemented by hand
examination of reference lists. The search ended on April 27, 2017, and was limited to studies published between 2007 and 2017.
Results: A total of 46 studies were eligible for the review. These studies identified and investigated 85 unique objective behavioral
features, covering 17 various sensor data inputs. These features were divided into 7 categories. Several features were found to
have statistically significant and consistent correlation directionality with mood assessment (eg, the amount of home stay, sleep
duration, and vigorous activity), while others showed directionality discrepancies across the studies (eg, amount of text messages
[short message service] sent, time spent between locations, and frequency of mobile phone screen activity).
Conclusions: Several studies showed consistent and statistically significant correlations between objective behavioral features
collected via mobile and wearable devices and depressive mood symptoms. Hence, continuous and everyday monitoring of
behavioral aspects in affective disorders could be a promising supplementary objective measure for estimating depressive mood
symptoms. However, the evidence is limited by methodological issues in individual studies and by a lack of standardization of
(1) the collected objective features, (2) the mood assessment methodology, and (3) the statistical methods applied. Therefore,
consistency in data collection and analysis in future studies is needed, making replication studies as well as meta-analyses possible.
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124 ANZJP Articles

Australian & New Zealand Journal of Psychiatry, 53(2)

In the adjusted models, the duration of phone calls was 
increased during a euthymic state, a depressive state, a 
manic or mixed state and overall (B = 53.33, 95% confi-
dence interval (CI): [45.60, 61.05], p < 0.001, Snijders and 
Bosker’s estimate: 0.10), compared with HC.

The number of incoming text messages/day was 
increased during a manic or mixed state compared with 
HC. The duration the smartphone screen was on/day was 
decreased during a euthymic state (B = –72.44, 95% CI: 
[–112.70, –32.16], p < 0.001) and overall (B = –50.00, 95% 
CI: [–86.82, 13.19], p = 0.008, Sniders and Bosker’s esti-
mate: 0.060) compared with HC.

Analyses including models adjusted for employment 
status were omitted, due to high collinearity between the 
groups (BD or HC).

Sensitivity, specificity, PPV and NPV 
of automatically generated objective 
smartphone data
Table 4 presents the results of gradient boosting classifier 
models for sensitivity, specificity, PPV and NPV of objec-
tive smartphone data. In models classifying BD overall ver-
sus HC, there were a sensitivity of 0.92, a specificity of 

Table 3. Differences in automatically generated objective smartphone data between patients with bipolar disorder (BD; n = 29) and 
healthy control individuals (HC; n = 37).a

Modelb

 Coefficient 95% confidence interval p-valuec Snijders and Bosker

Outgoing text messages (numbers/day)

 Euthymic state/HC 2.94 [0.62, 5.27] 0.013 0.050

 Depressive state/HC 3.30 [0.82, 5.78] 0.009

 Manic or mixed state/HC 2.13 [–1.11, 5.38] 0.20

 BD, overall/HC 2.97 [0.77, 5.18] 0.008

Incoming text messages (numbers/day)

 Euthymic state/HC 2.76 [0.44, 5.08] 0.020 0.050

 Depressive state/HC 2.89 [0.49, 5.36] 0.021

 Manic or mixed state/HC 4.82 [1.62, 8.01] 0.003

 BD, overall/HC 3.02 [0.81, 5.24] 0.007

Duration of phone calls (min/day)

 Euthymic state/HC 49.96 [41.67, 58.24] <0.001 0.070
 Depressive state/HC 58.88 [49.50, 68.25] <0.001
 Manic or mixed state/HC 55.56 [43.51, 67.61] <0.001
 BD, overall/HC 53.33 [45.60, 61.05] <0.001

Screen is turned ‘on/off’ (numbers/day)

 Euthymic state/HC –2.69 [–33.36, 27.98] 0.86 0.060

 Depressive state/HC 10.23 [–21.88, 42.35] 0.53

 Manic or mixed state/HC 46.35 [5.00, 86.70] 0.024

 BD, overall/HC 6.80 [–22.65, 36.25] 0.65

Duration screen is ‘on’ (min/day)

 Euthymic state/HC –72.44 [–112.70, –32.16] <0.001 0.14
 Depressive state/HC –36.67 [–79.72, 6.37] 0.095

 Manic or mixed state/HC 12.24 [–43.06, 67.54] 0.664

 BD, overall/HC –50.00 [–86.82, –13.19] 0.008

aNumber of clinical assessments according to affective states: a depressive state – n = 62; a manic or mixed state – n = 21; a euthymic state – n = 99; 
healthy control individuals – n = 37.
bAnalyses adjusted for age and gender.
cp-values < 0.005 were considered statistically significant (Bonferroni correction).

Classification – Bipolar vs. Healthy
• Bipolar Disorder (BD) vs. Healthy Controls (HC)
• N = 29 (BD) | 37 (HC)
• Sensitivity

– BD vs. HC : 0.92
– euthic vs. HC : 0.90
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Differences in mobility patterns according to machine learning models in 
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A B S T R A C T   

Background: It is essential to differentiate bipolar disorder (BD) from unipolar disorder (UD) as the course of 
illness and treatment guidelines differ between the two disorders. Measurements of activity and mobility could 
assist in this discrimination. Aims: 1) To investigate differences in smartphone-based location data between BD 
and UD, and 2) to investigate the sensitivity, specificity, and AUC of combined location data in classifying BD and 
UD. 
Methods: Patients with BD and UD completed smartphone-based self-assessments of mood for six months, along 
with same-time passively collected smartphone data on location reflecting mobility patterns, routine and location 
entropy (chaos). A total of 65 patients with BD and 75 patients with UD were included. 
Results: A total of 2594 (patients with BD) and 2088 (patients with UD) observations of smartphone-based 
location data were available. During a depressive state, compared with patients with UD, patients with BD 
had statistically significantly lower mobility (e.g., total duration of moves per day (eB 0.74, 95% CI 0.57; 0.97, p 
= 0.027)). In classification models during a depressive state, patients with BD versus patients with UD, there was 
a sensitivity of 0.70 (SD 0.07), a specificity of 0.77 (SD 0.07), and an AUC of 0.79 (SD 0.03). 
Limitations: The relative low symptom severity in the present study may have contributed to the magnitude of the 
AUC. 
Conclusion: Mobility patterns derived from mobile location data is a promising digital diagnostic marker in 
discriminating between patients with BD and UD.   

1. Introduction 

The course of illness (Kessing, 1999; Kessing et al., 1998; Kessing 
et al., 2004), as well as pharmacological (e.g. regarding the use of 
lithium and antidepressants (Pacchiarotti et al., 2013)) and psycholog-
ical treatments (e.g. the use of group-based psychoeducation (Soo et al., 
2018)) differ between bipolar disorder (BD) and unipolar disorder (UD). 
It is therefore of crucial importance to be able to discriminate between 
the two disorders. Specifically, when patients present in a remitted or 
depressive state, it may be difficult for clinicians to reveal whether they 
suffer from BD or UD, as patients and relatives may not recall prior 

(hypo)manic episodes. In this way, the diagnosis of BD could be over-
looked. It would be helpful for clinicians to add a supplementary 
objective measure that could assist in the discrimination between the 
two disorders considering the current state of illness. 

Abnormalities in psychomotor activity are core features of affective 
disorders and have been addressed in several studies (Sobin and Sack-
eim, 1997; Kupfer et al., 1974; Kuhs and Reschke, 1992; Beigel and 
Murphy, 1971). Results suggest that depression as part of BD is more 
likely to manifest with psychomotor retardation and other atypical 
symptoms compared to depression as part of UD (Kupfer et al., 1974; 
Beigel and Murphy, 1971; Mitchell et al., 2008; Nelson and Charney, 
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Classification – Mobility & Affective Disorders
• Classification of affective disorders based on mobility 

patterns
– bipolar disorder (mania-depression)
– unipolar disorder (depression)

• T = 6 months
• N = 65 (BD) | N = 75 (UD)

• Mobility Features
– no. stops
– duration stops
– ...
– location entrophy
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and combined into a ‘composite digital marker’ in a data-driven 
approach using machine learning methods with a training dataset 
evaluated on held out test datasets in cross-validation. Interestingly, and 
in accordance with our hypotheses, compared to patients with UD 
during a depressive state, patients with BD during a depressive state had 
statistically significantly lower levels of movement as reflected by area 
covered and distance moved as well as duration of moves. In addition, 
compared to patients with UD overall and during a euthymic state, 

patients with BD overall and during a euthymic state had statistically 
significantly lower location entropy, indicating that the time spend at 
different locations was more chaotic, i.e., less uniform. However, in 
contrast to our hypotheses, there was no difference in location entropy 
between the two patient populations during a depressive state. In 
contrast to our hypotheses, smartphone-based location data with in-
formation concerning number of stops, duration of stops, number of 
places visited, number of moves, and routine index did not differ be-
tween patients with BD and patients with UD overall and during affec-
tive states. In accordance with our hypotheses, in machine learning 
classification models using combined smartphone-based daily mobility 
patterns, patients with BD during both a depressive and euthymic state 
were classified with a rather high AUC of 0.79 (reflecting the trade-off 
between the sensitivity and specificity) compared to patients with UD 
during both a depressive and euthymic state. 

Since the introduction of the dichotomy of BD and UD by Perris 
(1966) it has been debated whether the two disorders are categorically 
distinct diseases or dynamic diseases within a continuum (Holsboer, 
2005; Benazzi, 2005). Furthermore, in clinical practice, it is often 
difficult to differentiate BD from UD when patients are in a remitted or 
mild or moderate depressive state. Patients may not recall prior (hypo) 
manic episodes and specifically so during depressive states. Further-
more, clinicians may not be sufficiently observant of the prior course of 
illness. Thus, a subset of patients diagnosed with UD in clinical practice 
in fact suffers from BD (Kessing, 1999; Hirschfeld et al., 2003; Calabrese 
et al., 2006). Most patients with BD seek treatment for depression, and 
not for (hypo)mania (Hirschfeld, 2001), adding to the frequency of 
misdiagnoses. The findings from the present study are in line with pre-
vious findings by the authors suggesting that objective measures of 
psychomotor activity may add to discriminating between BD and UD 
(Faurholt-Jepsen et al., 2012). Furthermore, and in line with previous 
studies, the present study suggests that bipolar depression is more likely 
to manifest with psychomotor retardation and other atypical symptoms 
compared to unipolar depression (Kupfer et al., 1974; Beigel and Mur-
phy, 1971; Mitchell et al., 2008; Nelson and Charney, 1980). 

The findings that patients with BD had lower location entropy 
compared with patients with UD overall and during euthymic states may 
reflect, that mobility patterns in patients with BD are complex and 
measures should reflect intra-individual patterns (Scott et al., 2017). 
Therefore, the location entropy, which reflects the intra-individual 
regularity or predictability of activity, may provide additional infor-
mation concerning mobility and introduce a diagnostic ‘digital activity 
marker’ discriminating between patients with BD and UD. We have 
previously shown that patients with BD and UD are able to validly 

Table 2 
Differences in various passively collected smartphone-based mobility data be-
tween patients with bipolar disorder (BD) and patients with unipolar disorder 
(UD). UD serves as reference.a   

Modelb 

Coefficient 95% confidence 
interval 

p 

Number of stops (number of 
observations = 4686)    
UD, overall vs. BD, overall  −0.13 −0.48; 0.22  0.47 
UD, depression vs. BD, depression  −0.39 −1.07; 0.29  0.26 
UD, euthymia vs. BD, euthymia  −0.13 −0.48; 0.22  0.47 

Duration of stops (min) (number of 
observations = 4682)    
UD, overall vs. BD, overall  13.20 −106.37; 132.77  0.83 
UD, depression vs. BD, depression  −91.59 −284.28; 101.10  0.35 
UD, euthymia vs. BD, euthymia  13.20 −106.37; 132.77  0.83 

Number of places (number of 
observations = 4494)    
UD, overall vs. BD, overall  0.072 −0.16; 0.30  0.54 
UD, depression vs. BD, depression  0.076 −0.27; 0.42  0.67 
UD, euthymia vs. BD, euthymia  0.072 −0.16; 0.30  0.54 

Number of moves (number of 
observations = 4494)    
UD, overall vs. BD, overall  −0.19 −0.77; 0.38  0.51 
UD, depression vs. BD, depression  0.044 −0.74; 0.83  0.91 
UD, euthymia vs. BD, euthymia  −0.19 −0.77; 0.38  0.51 

Routine index (number of 
observations = 4494)    
UD, overall vs. BD, overall  0.050 −0.060; 0.16  0.38 
UD, depression vs. BD, depression  −0.0071 −0.18; 0.17  0.94 
UD, euthymia vs. BD, euthymia  0.050 −0.060; 0.16  0.38    

Modelb 

eBc 95% confidence 
interval 

p 

Radius of gyration (area covered) (number 
of observations = 4494)    

UD, overall vs. BD, overall  1.27 0.64; 2.48  0.50 
UD, depression vs. BD, depression  0.17 0.043; 0.68  0.013 
UD, euthymia vs. BD, euthymia  1.27 0.64; 2.48  0.50 
Total distance of moves (meters) (number of 

observations = 3712)    
UD, overall vs. BD, overall  0.94 0.54; 1.62  0.81 
UD, depression vs. BD, depression  0.50 0.25; 1.00  0.051 
UD, euthymia vs. BD, euthymia  0.94 0.54; 1.62  0.81 
Total duration of moves (minutes) (number 

of observations = 3712)    
UD, overall vs. BD, overall  0.83 0.59; 1.18  0.30 
UD, depression vs. BD, depression  0.74 0.57; 0.97  0.027 
UD, euthymia vs. BD, euthymia  0.83 0.59; 1.18  0.30 
Location entropy (number of observations 
= 2522)    

UD, overall vs. BD, overall  0.78 0.67; 0.90  0.001 
UD, depression vs. BD, depression  1.03 0.83; 1.29  0.76 
UD, euthymia vs. BD, euthymia  0.78 0.67; 0.90  0.001 

95% CI: 95% confidence intervals. 
a A euthymic state was defined as smartphone-based self-assessed mood < 1 

and >−1; a depressive state was defined as smartphone-based self-assessed 
mood ≤ −1. 

b Adjusted for age, gender and work status. 
c eB: Logarithm transformed parameter estimates are expressed as ratios be-

tween groups. 

Table 3 
Classification of patients with bipolar disorder bipolar disorder (BD) versus 
patients with unipolar disorder (UD) based on combined passively collected 
smartphone-based location data.a   

Sensitivity 
(SD)b 

Specificity 
(SD)c 

PPVd NPVe AUCf 

UD, overall vs. 
BD, overall 

0.70 (0.04) 0.65 (0.03) 0.70 
(0.02) 

0.64 
(0.03) 

0.75 
(0.02) 

UD, euthymic 
state vs. BD, 
euthymic state 

0.78 (0.04) 0.65 (0.06) 0.81 
(0.03) 

0.61 
(0.05) 

0.79 
(0.04) 

UD, depressive 
state vs. BD, 
depressive state 

0.70 (0.07) 0.77 (0.07) 0.68 
(0.06) 

0.78 
(0.05) 

0.79 
(0.05)  

a Overall was defined as regardless the affective state; A euthymic state was 
defined as smartphone-based self-assessed mood < 1 and >−1; a depressive 
state was defined as smartphone-based self-assessed mood ≤ −1. 

b Sensitivity = true positive / positive. 
c Specificity = true negative / negative. 
d Positive predictive value. 
e Negative predictive value. 
f Area under the curve. 

M. Faurholt-Jepsen et al.                                                                                                                                                                                                                      

M Faurholt-Jepsen, J Busk,  DA Rohani, M Frost, M Tønning, JE Bardram, LV Kessing (2022). 
Differences in mobility patterns according to machine learning models in patients with bipolar disorder and 
patients with unipolar disorder. Journal of Affective Disorders, 306, 246-253.



Technical University of Denmark (c) Jakob E. Bardram – www.bardram.net

OPEN

ORIGINAL ARTICLE

Voice analysis as an objective state marker in bipolar disorder
M Faurholt-Jepsen1, J Busk2, M Frost3, M Vinberg1, EM Christensen1, O Winther2, JE Bardram2 and LV Kessing1

Changes in speech have been suggested as sensitive and valid measures of depression and mania in bipolar disorder. The present
study aimed at investigating (1) voice features collected during phone calls as objective markers of affective states in bipolar
disorder and (2) if combining voice features with automatically generated objective smartphone data on behavioral activities
(for example, number of text messages and phone calls per day) and electronic self-monitored data (mood) on illness activity
would increase the accuracy as a marker of affective states. Using smartphones, voice features, automatically generated objective
smartphone data on behavioral activities and electronic self-monitored data were collected from 28 outpatients with bipolar
disorder in naturalistic settings on a daily basis during a period of 12 weeks. Depressive and manic symptoms were assessed
using the Hamilton Depression Rating Scale 17-item and the Young Mania Rating Scale, respectively, by a researcher blinded
to smartphone data. Data were analyzed using random forest algorithms. Affective states were classified using voice features
extracted during everyday life phone calls. Voice features were found to be more accurate, sensitive and specific in the classification
of manic or mixed states with an area under the curve (AUC) = 0.89 compared with an AUC= 0.78 for the classification of depressive
states. Combining voice features with automatically generated objective smartphone data on behavioral activities and electronic
self-monitored data increased the accuracy, sensitivity and specificity of classification of affective states slightly. Voice features
collected in naturalistic settings using smartphones may be used as objective state markers in patients with bipolar disorder.

Translational Psychiatry (2016) 6, e856; doi:10.1038/tp.2016.123; published online 19 July 2016

INTRODUCTION
Observer-based clinical rating scales such as the Hamilton
Depression Rating Scale 17-item (HAMD)1 and the Young Mania
Rating Scale (YMRS)2 are used as golden standards to assess the
severity of depressive and manic symptoms when treating
patients with bipolar disorder. However, using these clinical rating
scales requires clinician–patient encounter. Further, the severity of
depressive and manic symptoms is determined by a subjective
clinical evaluation in a semi-structured interview with the risk of
individual observer bias. Developing objective and continuous
measures of symptoms’ severity to assist the clinical assessment
would be a major breakthrough.3,4 Methods using continuous and
real-time monitoring of objectively observable data on illness
activity in bipolar disorder that would be able to discriminate
between affective states could help clinicians to improve the
diagnosis of affective states, provide options for early intervention
on prodromal symptoms, and allow for close and continuous
monitoring and collection of real-time data on depressive and
manic symptoms outside clinical settings between outpatient
visits.
Studies analyzing the spoken language in affective disorders

date back as early as 1938.5 A number of clinical observations
suggest that reduced speech activity and changes in voice
features such as pitch may be sensitive and valid measures of
prodromal symptoms of depression and effect of treatment.6–12

Conversely, it has been suggested that increased speech activity
may predict a switch to hypomania.13 Item number eight on the
HAMD (psychomotor retardation) and item number six on the
YMRS (speech amount and rate) are both related to changes in
speech, illustrating that factors related to speech activity are

important aspects to evaluate in the assessment of symptoms’
severity in bipolar disorder. Based on these clinical observations
there is an increasing interest in electronic systems for speech
emotion recognition that can be used to extract useful semantics
from speech and thereby provide information on the emotional
state of the speaker (for example, information on pitch of the
voice).14

Software for ecologically extracting data on multiple voice
features during phone calls made in naturalistic settings over
prolonged time-periods has been developed15 and a few
preliminary studies have been published.16–20 One study extracted
voice features in six patients with bipolar disorder type I using
software on smartphones and demonstrated that changes in
speech data were able to detect the presence of depressive and
hypomanic symptoms assessed with weekly phone-based clin-
icians administrated ratings using the HAMD and the YMRS,
respectively.17 However, none of the patients in the study
presented with manic symptoms during the study period, and
the clinical assessments were phone-based. Another study on six
patients with bipolar disorder showed that combining statistics on
objectively collected duration of phone calls per day and
extracted voice features on variance of pitch increased the
accuracy of classification of affective states compared with solely
using variance of pitch for classification.18,19 The study did not
state if and how the affective states were assessed during the
monitoring period.
In addition to voice features, changes in behavioral activities

such as physical activity/psychomotor activity21–24 and the level of
engagement in social activities25 represent central aspects of
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Collection of voice features in naturalistic setting

– N=180 | 972 days 
– clinical rating :: HDRS-17 (depression) and YMRS (manic)
– openSMILE (emolarge)

Classification results (user-specific models), accuracy (SD)
– depressive state : 70% (0.16)
– manic state : 75% (0.16)
– bipolar state : 79% (0.11)

M Faurholt-Jepsen, DA Rohani, J Busk, M Vinberg, JE Bardram, LV Kessing (2021). 
Voice analyses using smartphone-based data in patients with bipolar disorder, 
unaffected relatives and healthy control individuals, and during different affective 
states. International Journal of Bipolar Disorders, 9, 1-13.

“Voice features from naturalistic phone 

calls may represent a supplementary 

objective marker discriminating BD from 

HC and a state marker within BD.”

M Faurholt-Jepsen, J Busk, M Frost, M Vinberg, EM Christensen, O Winther, JE 
Bardram, LV Kessing (2016,). Voice analysis as an objective state marker in bipolar 
disorder. Transl Psychiatry. Macmillan Publishers Limited. 
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Abstract
Background: Bipolar disorder is a prevalent mental health condition that is imposing significant burden on society. Accurate
forecasting of symptom scores can be used to improve disease monitoring, enable early intervention, and eventually help prevent
costly hospitalizations. Although several studies have examined the use of smartphone data to detect mood, only few studies deal
with forecasting mood for one or more days.
Objective: This study aimed to examine the feasibility of forecasting daily subjective mood scores based on daily self-assessments
collected from patients with bipolar disorder via a smartphone-based system in a randomized clinical trial.
Methods: We applied hierarchical Bayesian regression models, a multi-task learning method, to account for individual differences
and forecast mood for up to seven days based on 15,975 smartphone self-assessments from 84 patients with bipolar disorder
participating in a randomized clinical trial. We reported the results of two time-series cross-validation 1-day forecast experiments
corresponding to two different real-world scenarios and compared the outcomes with commonly used baseline methods. We then
applied the best model to evaluate a 7-day forecast.
Results: The best performing model used a history of 4 days of self-assessment to predict future mood scores with historical
mood being the most important predictor variable. The proposed hierarchical Bayesian regression model outperformed pooled
and separate models in a 1-day forecast time-series cross-validation experiment and achieved the predicted metrics, R2=0.51 and
root mean squared error of 0.32, for mood scores on a scale of −3 to 3. When increasing the forecast horizon, forecast errors also
increased and the forecast regressed toward the mean of data distribution.
Conclusions: Our proposed method can forecast mood for several days with low error compared with common baseline methods.
The applicability of a mood forecast in the clinical treatment of bipolar disorder has also been discussed.

(JMIR Mhealth Uhealth 2020;8(4):e15028) doi: 10.2196/15028
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generalize to the held-out test data in this experiment, achieving
negative R2 scores, because the training sets contain only 2
weeks of data. Overall, the hierarchical and pooled models
performed better than the separate models, and all regression
models generally outperformed the naïve baseline models when
sufficient data were available.

Seven-Day Forecast
Thus far we have focused on evaluating a 1-day forecast, but it
is also interesting to forecast mood on a more distant horizon.
Figure 6 shows the mean RMSE of cross-validation for w=4

and h=1 through 7. The hierarchical Bayesian linear regression
model achieves the lowest RMSE of all models for every value
of h. As might be expected, the error generally grows with the
size of the horizon. The errors of the naïve mean models are
almost constant, varying only because of the difference in
datasets available for different values of h. However, even at
h=7, the best regression models are able to outperform the mean
models, meaning they are able to capture useful information
from prior self-assessments. Two examples of 7-day mood
forecasts produced by the hierarchical linear regression model
are presented in Figure 7.

Figure 6. Results of forecasting mood for up to seven days. The root mean squared error (RMSE) was evaluated in time-series cross-validation
experiments for w=4 and h=1 through 7. As expected, the RMSE increases when forecasting further ahead. The proposed hierarchical models achieved
consistently lower RMSEs than the baseline models.

Figure 7. Examples of 7-day mood forecasts produced by the hierarchical linear regression model. The forecasted mood values are shown with 95%
CI uncertainties and compared with observed data. The forecast to the left is rather accurate despite variation in the data, whereas the forecast to the
right fails to anticipate future mood changes.

Discussion
Principal Findings
In this study, we have analyzed smartphone-based
self-assessment data from a population of 84 patients with
bipolar disorder with the purpose of forecasting subjective mood.
The initial data analysis showed that the majority of observed
mood scores are close to zero, indicating weak or no symptoms
among the population for most of the study period. Yet, we
found a significant negative correlation between self-reported
mood scores and HDRS scores (r=−0.40; P<.001) and a
significant positive correlation between self-reported mood

scores and YMRS scores (r=0.22; P<.001). This confirms prior
findings [40-42], suggesting that subjective mood is a valid
indicator of the mental state in bipolar disorder and thereby also
a clinically relevant feature for daily monitoring and forecasting.
We did not observe any substantial seasonality or long-term
trend of subjective mood, indicating that time-series models
designed to utilize such time-dependent patterns [32] are not
appropriate for forecasting mood. However, the recorded mood
scores do show an autocorrelation several days ahead. Thus,
we employed a multiple regression approach based on a history
of predictor variables to forecast future mood scores. In
particular, we proposed using a hierarchical Bayesian model to
perform MTL, enabling personalized predictions while
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smartphone-based self-assessments. The hierarchical
Bayesian model achieved the best performance in pre-
dicting the HDRS total and was significantly better than a
naïve model using the observed individual (separate)
mean as a prediction (P < 0.001). Similarly, the hier-
archical Bayesian model was best at predicting the YMRS
total score and was significantly better than the naïve
separate mean model. Additionally, we tested models for
predicting the first item of the HDRS and the YMRS,
indicating mood. The pooled XGBoost model achieved
the best result in predicting the HDRS item 1 score, while
estimating the YMRS item 1 score could not be improved
over the naïve baseline. In all the presented experiments,
we found that models based only on self-assessed mood
were able to retain most of the predictive performance of
models based on all self-assessment items. This further
shows that mood is the most important self-reported
predictor variable for estimating scores of the HDRS and
the YMRS. Overall, the YMRS models did not account for
much of the variance in the data, indicated by the low R2

scores. This could be mainly due to low variation in the
observed YMRS data.
In clinical settings of monitoring illness activity in patients

with bipolar disorder, detecting individuals with a high risk
of relapse is highly important in order to enable interven-
tion. Therefore, a sensitive indication if a symptom severity
rating is above a critical threshold might be more useful
than estimating the exact value of the severity rating itself.
Thus, we demonstrated how uncertainty in the estimated
total severity scores can be utilized to compute individual

daily risk of relapse scores by considering samples from the
posterior predictive distribution of the hierarchical Bayesian
model. In the case of both the HDRS and the YMRS, using
hierarchical Bayesian approach achieved substantial
improvements over naïve models using pooled and separate
means of observed data as predictions. Hence, including
self-assessments in a regression model provided additional
useful information for estimating the level of the clinical
severity ratings and hence the relapse risk scores, which is a
promising and clinically relevant result.
The findings that a combination of fine-grained daily

smartphone-based self-assessment items can be used to
estimate and predict clinical ratings are interesting and
innovative. Daily longitudinal self-monitoring of mood
symptoms gives valuable information of mood fluctuation
experienced by patients with BD between clinical out-
patient visits. Long-term monitoring of symptoms has
been an essential part of the monitoring and treatment of
BD for decades44 and rapidly evolving smartphone tech-
nologies have made it possible to monitor symptoms
more continuously, fine-grained and in real-time. This
can be clinically relevant for detection of symptoms
before the first or recurrent depressive or manic epi-
sodes45, and allow for early intervention on prodromal
symptoms. In the latest version of the Diagnostic and
Statistical Manual of Mental Disorders (DSM-V),
increased activity level or energy is acknowledged as a
core feature of hypomania and mania together with mood
changes46. Several studies using factor analysis have
described activation and not mood state as the primary

Fig. 2 Results of predicting relapse risk scores evaluated as a binary classification problem and presented in receiver operating
characteristic (ROC) curves. In both the HDRS case (left) and the YMRS case (right), the hierarchical Bayesian regression model outperforms naïve
pooled and separate mean models.
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“Is it possible to monitor and diagnose a depressed mood by looking at 
the mobility trace collected from a smartphone of an individual?”

Study
• N = 28 | healthy / non-diagnosed subjects
• Predict the situaEon in which the user has a PHQ score that is 

significantly larger than its usual value. 
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ABSTRACT
One of the most interesting applications of mobile sensing is
monitoring of individual behavior, especially in the area of
mental health care. Most existing systems require an interac-
tion with the device, for example they may require the user
to input his/her mood state at regular intervals. In this paper
we seek to answer whether mobile phones can be used to un-
obtrusively monitor individuals affected by depressive mood
disorders by analyzing only their mobility patterns from GPS
traces. In order to get ground-truth measurements, we have
developed a smartphone application that periodically collects
the locations of the users and the answers to daily question-
naires that quantify their depressive mood. We demonstrate
that there exists a significant correlation between mobility
trace characteristics and the depressive moods. Finally, we
present the design of models that are able to successfully pre-
dict changes in the depressive mood of individuals by analyz-
ing their movements.

Author Keywords
Mobile Sensing; Depression; Spatial Statistics; GPS Traces

ACM Classification Keywords
H.1.2. Models and Principles: User/Machine Systems; J.4
Computer Applications: Social and Behavioral Sciences

INTRODUCTION
According to a recent report by the World Health Organiza-
tion [9], in high-income countries up to 90% of people who
die by suicide are affected by mental disorders, and depres-
sion is the most common mental disorder associated with sui-
cidal behavior. More generally, depressive disorders do not
only affect the personal life of individuals and their families
and social circles, but they also have a strong negative eco-
nomic impact [28]. In fact, according to a study by the Eu-
ropean Depression Association [9], 1 in 10 employees in the
United Kingdom had taken time off at some point in their
working lives because of depression problems. Currently,
psychologists rely mainly on self-assessment questionnaires
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and phone/in-site interviews to diagnose depression and mon-
itor its evolution. This methodology is time-consuming, ex-
pensive, and prone to errors, since it often relies on the
patient’s recollections and self-representation. As a conse-
quence, changes in the depression state may be detected with
delay, which makes intervention and treatment more difficult.

Several recent projects have investigated the potential use
of mobile technologies for monitoring stress, depression and
other mental disorders (see, for example, [25, 6, 31, 24, 36, 1,
5, 39], providing new ways for supporting both patients and
healthcare officers [8, 20]. Indeed, mobile phones are ubiqui-
tous and highly personal devices, equipped with sensing ca-
pabilities, which are carried by their owners during their daily
routine [19]. However, existing works mostly rely on periodic
user interaction and self-reporting. Our goal is to build sys-
tems that minimize and, if possible, remove the need for user
interaction.

We focus on a specific type of data that can be reliably col-
lected by almost any smartphone in a robust way, namely
location information, and we investigate how it is possible
to correlate characteristics of human mobility and depressive
state. Indeed, interview-based studies have shown that de-
pression leads to a reduction of mobility and activity levels
(see, for example, [34]). Previous work has shown the po-
tential of using different smartphone sensor modalities to as-
sess mental well-being. However, the focus was on the ac-
tivity level detected with the accelerometer sensor [31], voice
analysis using the microphone [24], colocation using Blue-
tooth and WiFi registration patterns [25], and call logs [5]. In
this paper instead we focus on the characterization (also from
a statistical point of view) and exploitation of mobility data
collected by means of the GPS receivers embedded in today’s
mobile phones. More specifically, this work for the first time
addresses the following key questions: is there any correla-
tion between mobility patterns extracted from GPS traces and
depressive mood? Is it possible to devise unobtrusive smart-
phone applications that collect and exploit only mobility data
in order to automatically infer a potential depressed mood of
the user over time?

In order to answer these questions, we need to quantitatively
characterize the movements of the user over a certain time
interval and correlate them to a numeric indicator of the de-
pressed mood of a user. For this reason, we first extract mobil-
ity traces for a user and we define and compute mobility met-
rics that summarize key features of the user movement pat-

1L Canzian, M Musolesi. Trajectories of Depression: Unobtrusive Monitoring of Depressive States by 
means of Smartphone Mobility Traces Analysis. In: Proceedings of the 2015 ACM International Joint 
Conference on Pervasive and Ubiquitous Computing (ACM UbiComp’15). ACM; 2015.
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Figure 8: Average sensitivity and specificity values vs.
THIST , for THOR = 0 days.

On the other extreme, with THIST = 14 days most of the
trained models achieve very large sensitivity and specificity
values. This means that, for most of the users, these person-
alized models are able to detect periods in which the users
experience an unusual depressed mood (this is linked to the
sensitivity), and at the same time they generate very few false
alarms (this is linked to the specificity). Notice that for all
the users the specificity values are larger than the sensitivity
values: this is not surprising because we are trying to detect
unusual PHQ scores for each users, hence the datasets are
unbalanced (they contain more 0 labels than 1 labels) and,
as a consequence, in order to minimize the mis-classification
probability, the trained SVM models are biased toward the
predictions of the 0 labels.

Next we investigate how the average (among the users) sen-
sitivity and specificity values vary with the time interval
THIST , for THOR = 0. The results are showed in Fig. 8.
Average sensitivity and specificity values are associated with
a confidence bar, which covers an interval of two standard de-
viation around the average value. Fig. 8 shows also the sen-
sitivity and specificity value of a generic SVM model, which
is trained and tested with the same modalities of the person-
alized models, but it exploits all the data collected from all
the 28 users. Both the average sensitivity and specificity of
the personalized models and the sensitivity and specificity of
the unique model rise with the increase of THIST , and reach
large values for THIST = 14 days. We notice that personal-
ized models achieve better performance that the unique gen-
eral model, confirming the insights derived from the correla-
tion analysis. However, the good performance of the unique
general model demonstrates the feasibility of this alternative
approach, which has the advantage that it does not require
the collection of labeled data from each user for training pur-
poses, and this might increase the actual usability and accep-
tance of the proposed prediction tools. This represents an
interesting trade-off to explore. For example, a model trained
on all the data can be adopted when personalized data are not
available, e.g., when a user installs an application relying on
these mechanisms for the first time.

In our final analysis we fix the value of the time interval
THIST to 14 days and we vary the parameter THOR; the av-
erage sensitivity and specificity values obtained (along with
the corresponding confidence bars) are represented in Fig.
9. As expected, the average sensitivity and specificity val-
ues decrease as THOR increases. This is not surprising since
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Figure 9: Average sensitivity and specificity values vs.
THOR, for THIST = 14 days.

THOR represents the prediction horizon (see Fig. 1), i.e., how
much in advance we try to predict the change in the PHQ
score of the user. However, it is surprising that the decay
is very slow. Indeed, the average sensitivity and specificity
are quite large even if we try to predict changes in the PHQ
score 14 days in advance, which is for example the time span
over which depressive symptoms are evaluated in the PHQ-8
test (and in many other standard test to diagnose depression).
This means that the considered mobility metrics might iden-
tify early signs that can be exploited for an early detection of
depressed moods.

CONCLUSIONS
In this work we have demonstrated that it is possible to ob-
serve a significant correlation between mobility patterns and
depressive mood using data collected by means of smart-
phones. We have also shown that it is possible to develop in-
ference algorithms as a basis for unobtrusive monitoring and
prediction of depressive mood disorders.

We believe that this work represents an important starting
point in this area and can be used as a basis for more
application-oriented projects in the area of digital mobile in-
terventions. For example, the techniques for automatic detec-
tion of depressive state presented in this work can be used for
building systems for automatic interventions, both through
technology (e.g., phone calls from healthcare officers) or tra-
ditional physical interactions. Moreover, the focus of this pa-
per is on a specific modality, i.e., GPS location, but the results
of this work can be indeed exploited to build a more refined
system based on the analysis of data extracted by means of
other sensors, such as accelerometers, and other sources of
information, such as call and SMS logs. Finally, we plan to
use the current application (or an extended version) in future
studies that will focus on specific populations, such as indi-
viduals that have been clinically diagnosed as depressed.
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“It is
 possible to develop inference algorith

ms for 

unobtrusive monitoring and prediction of 

depressive mood disorders.”



WHAT DOES ALL THIS MEAN?
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Status 2024 (Affective Disorders)

• Can smartphone-based self-assessment of mood be used 
clinically?

• Is there a correlation between automatically sensed behavioral 
markers and mental health?

• Can we classify persons with mental health problems 
compared to healthy subjects?

• Can we classify the state of mental health problems?

• Can we predict the mood of a patient with mental health 
problems?
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✔
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✔
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Digital Phenotyping
• Continuous 

– 24/7, longitudinal,
• Ambulatory

– “in-the-wild”, at home, ...
• Unobtrusive

– consumer / everyday technology
– mobile / wearable sensing

• Large N’s
– large-scale deployment
– “cheap” technology

• Inference
– of behavior, cognition, health
– based on health data science (AI/ML)
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DIGITAL PHENOTYPE

Phone 
Sensors

Health 
Sensors

Phone 
Interaction

Voice & 
Speech App UsageEMA

BIOSIGNALS
- Glucose
- Blood pressure
- Weight
- …

COGNITION
- Reaction time
- Attention
- Memory
- …

BEHAVIOR
- Physical Activity
- Location
- Social Activity
- … 

MEDICAL
- Diagnosis 
- Medicine
- Mood
- …
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Copenhagen Research Platform – CARP
Large-scale data science platform for digital phenotyping and 
personal health technology

• Open source [programming] framework
– multi-project platform used in many mHealth applications
– developed and shared w industry partners

• Sharing
– multi-study platform
– analysis of data across multiple studies 

• Privacy & Security
– enabling privacy & security as part of platform (GDPR)
– secure local hosting @ DTU Computerome

• Standardization
– part of open international standards
– FHIR, IEEE 1752, ORK, ORS, ...
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